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Abstract

The three chapters of this thesis address two questions. First, how are real and nominal exchange

rates between different national currencies determined? Second, how does this determination influ

ence the international transmission of macroeconomic fluctuations and, especially, monetary policy

disturbances?

Chapter 1 comprises an empirical evaluation of long-run purchasing power parity as a theory of

equilibrium nominal exchange rate determination for the post-Bretton Woods data. Structural time

series methods are used to identify bivariate moving average representations of nominal exchange

rates and relative goods prices and to test whether these empirical representations are consistent

with the implications of purchasing power parity. Long-run purchasing power parity can be un

ambiguously rejected for the G- 7 countries. There are permanent deviations from parity which

account for almost all of the variance of real exchange rates, and which are driven by permanent

disturbances to nominal rates which are never reflected in relative goods prices.

Chapter 2 presents an empirical evaluation of the hypothesis that the global Depression of the

1930’s was attributable to international transmission of (idiosyncratic) U.S. monetary policy actions

through the International Gold Exchange Standard - fixed exchange rate - regime. Specifically, the

analysis evaluates whether the interwar output collapse in Canada was caused by transmitted U.S.

monetary policy disturbances. A multivariate structural time series representation of the Cana

dian macroeconomy is estimated which is consistent with the dynamic and long-run equilibrium

properties of a Mundell- Fleming small open economy model and in which U.S. data represent the

‘rest of the world’. The empirical results show that U.S. monetary disturbances play a negligible

role for both Canadian and U.S. output movements in the 1930’s. Permanent common real shocks

to outputs can account for the onset, depth and duration of the Depression in both economies.

There is little evidence to support a Gold-Standard transmitted global output collapse through the

transmission mechanisms usually associated with purchasing power parity theories of real exchange

rate determination.

Chapter 3 develops an alternative theory of real and nominal exchange rate determination and

of the international transmision mechanism which can account for many stylized facts regarding

the empirical behaviour of real and nominal exchange rates that long-run purchasing power parity

fails to explain. In a two-country, two-currency overlapping generations model, the role of optimal

portfolio choices between internationally traded assets is emphasized - rather than goods market

trade - as the source of currency demands. These demands, and supplied of assets generated by

domestic monetary policies, determine both real and nominal exchange rates. Here, monetary

U



policy changes can induce permanent international and intra-national reallocations through real

exchange rate and real interest rate adjustments. This transmission mechanism differs markedly

from that implied by purchasing power parity.
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0 Introduction

The three chapters of this thesis each address some dimension of the following two questions.

First, how are real and nominal exchange rates between different countries’ currencies determined?

Second, what is the role of this determination in the international transmission of macroeconomic

fluctuations and, especially, monetary policy disturbances?

The hypothesis of purchasing power parity dominates contemporary international macroeco

nomic analysis as a theory of real and nominal exchange rate determination. That free interna

tional trade in consumption goods ultimately determines the relative prices of the flat currencies of

different countries is a key implication of most two-country (monetary) models of nominal exchange

rate determination and international fluctuations. More generally, many international macroeco

nomic models assume that international goods market arbitrage wifi equalize the common currency

price of a given basket of goods in spatially separated economies under either market determined

or institutionally fixed nominal exchange rates. Under this assumption, there are no disturbances

that (permanently) move the real exchange rate from its (initial) mean value of unity. Equivalently,

there are no (permanent) disturbances to purchasing power parity. (Of course, under flexible rates

it is the nominal exchange rate that adjusts to re-establish parity following disturbances to rela

tive goods prices, while under fixed rates the work of re-adjustment to parity is achieved through

national price level movements.)

In addition, the assumption that purchasing power parity holds under any given nominal ex

change rate regime implies that a particular set of mechanisms operate for the international trans

mission of macroeconomic disturbances. These implications, also, are reflected in most contempo

rary analyses of international business cycles.

It has long been accepted that parity values for common currency goods’ prices will not be ob

served to hold instantaneously. Purchasing power parity is now typically viewed (in fact, generated

by general equilibrium two-country models) as a ‘long-run’ or steady state relationship; as one that

holds in the absence of changes in fundamental macroeconomic variables. Yet there exists mixed

evidence on the validity of this theory of (long-run) real and nominal exchange rate determination.

Alternative methods for the empirical evaluation of long-run purchasing power parity have been

employed and applied to various data sets with mixed and sometimes ambiguous results. Further,

casual observation suggests that, for the post-Bretton Woods flexible exchange rate era, real and

nominal exchange rates move together very closely and appear to be approximately equally volatile.

This observation may be viewed as a manifestation of the failure of purchasing power parity in this

data. Finally, the behaviour of real exchange rates not only fails to accord with purchasing power
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parity doctrine during many different exchange rate regimes, but it also significantly differs across

regimes. This, again, is inconsistent with the presence of regime-invariant parity relations between

common currency goods prices.

In this thesis I study a number of aspects of exchange rate determination - both empirically and

theoretically - and its implications for international transmission of monetary and real economic

disturbances across countries, with a view to evaluating the validity of purchasing power parity

theory.

Chapter 1 comprises an empirical evaluation of long-run purchasing power parity as a theory

of equilibrium nominal exchange rate determination in the post-Bretton Woods data. Structural

time-series methods are used to identify bivariate stochastic representations of nominal exchange

rates and relative goods prices and to test whether these are consistent with the implications of

purchasing power parity. The bivariate representations are capable of separately identifying and

directly measuring transitory and permanent shocks to real and nominal exchange rates and to rel

ative prices. Using these methods, the hypothesis of purchasing power parity can be unambiguously

rejected for the G-7 countries and I find that sources of real and nominal exchange rate variation

are orthogonal to sources of relative goods price movements. There are permanent deviations from

purchasing power parity which account for almost all of the variance of real exchange rates in this

sample at forecast horizons exceeding six to twelve months. These deviations are almost entirely

driven by permanent disturbances to nominal exchange rates which do not affect relative prices at

any horizon.

Chapter 2 comprises an empirical evaluation of the hypothesis that aggregate fluctuations in the

U.S., and U.S. monetary policy actions in particular, were the source of the inter-war Depression

experience of Canada. Specifically, using Canada as a case-study the paper assesses the pre-eminent

view that the international nature of the Great Depression can be explained by transmission of

such U.S. monetary policy disturbances through prices under the fixed nominal exchange rate

(International Gold Standard) regime.

A multivariate structural time-series model is estimated of the Canadian macroeconomy. This

empirical representation is consistent with the long-run and dynamic implications of a standard

small open economy model in which the U.S. represents the ‘rest of the world’ relative to Canada and

in which Canada is assumed to be on a fixed nominal exchange rate. Weak (or relative) purchasing

power parity is found to hold here, but the disturbances identified with U.S. monetary policy shocks

appear to play an insignificant role for even short-run output fluctuations in Canada. While these

policy disturbances strongly influence the time-paths of both Canadian and U.S. money and prices
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they have no significant real balance, relative price (real exchange rate) or output effects. It is not

possible to identify aggregate fluctuations m this small, open economy with externally originating

macroeconomic disturbances that are transmitted through a mechanism associated with the fixed

exchange rate (long-run purchasing power parity) regime. These results are, of course, predicated

on an empirical representation that assumes the existence of such mechanisms.

Chapter 3 presents an alternative theory of real and nominal exchange rate determination

that can account for the stylized facts of real and nominal exchange rate behaviour that long-

run purchasing power parity fails to explain. In the model presented, the role of optimal portfolio

choices between internationally traded assets is emphasized as the source of demands for alternative

currencies, rather than international trade in consumption goods. The consequences of changes in

monetary policy, the nominal exchange rate regime, and financial market regulations for real and

nominal exchange rates and for asset returns are studied. The results suggest that there exist

important mechanisms for domestic and international reallocations through these media which

significantly differ from those associated with purchasing power parity theories of exchange rate

determination. In particular, the role of monetary policy in international transmission for an

economy where asset market interactions dominate exchange rate determination is quite different

from that typically assumed; in fact, here monetary policy can generate permanent international

and intra-national reallocations through real exchange rate and real interest rate adjustments.

The model presented in Chapter 3 suggests that future empirical evaluation of the determinants

of real and nominal exchange rates, and empirical work designed to identify sources of international

transmission of macroeconomic disturbances, should account for variables, relationships and trans

mission mechanisms that are not illuminated by purchasing power parity theories of exchange rates.

The following overviews provide more detailed description of the three Chapters.
0.1 Overview: ‘Identifying Disturbances To Purchasing Power Parity’

In Chapter 1, titled ‘Identifying Disturbances To Purchasing Power Parity’, a new methodology

for identifying disturbances to real exchange rates is proposed. This allows both an evaluation of

the Casselian purchasing power parity hypothesis and identification of specific sources of deviations

from bilateral parity relations between nominal exchange rates and relative goods prices. The

paper critiques existing univariate tests of purchasing power parity. The empirical implications of

purchasing power parity for the bivariate time-series properties of the nominal exchange rate and

relative prices are described and an associated bivariate econometric representation is presented.

A methodology for testing long-run purchasing power parity is derived that uses these bivariate

representations and this is applied to data from the floating exchange rate period for the G-7
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countries.

Equilibrium models of exchange rate determination that deliver purchasing power parity as a

steady state relationship have the following empirical implications. First, any permanent stochastic

disturbance to relative goods prices (due to permanent shocks to relative money stocks and outputs,

for example) is both equally and permanently reflected in the nominal exchange rate. Second, any

other disturbance to relative prices or nominal exchange rates should be purely transitory for both

variables. Consequently, nominal exchange rates and relative prices should be observed empirically

to share a common stochastic trend, and the real exchange rate should exhibit mean reversion or

purely transitory dynamics around a fixed mean. Empirical evidence for such mean reversion is

mixed.

Application of standard univariate tests of mean reversion to real exchange rate data dominates

empirical evaluation of long-run purchasing power parity. Yet it is well known that such tests have

low power to discriminate between variables which exhibit high degrees of persistence and those

that have permanent components. In particular, we know that any univariate series found to be

non-stationary by such tests comprises both a permanent and a transitory component with the

former having arbitrarily small variance. Univariate tests cannot inform on the relative size of

these permanent and transitory components in non-stationary univariate data series. Such tests

are, therefore, argued to be uninformative for evaluating long-run purchasing power parity.

An alternative method for testing purchasing power parity is proposed. This involves identifi

cation of a bivariate structural moving average representation for the nominal exchange rate and

relative prices which is consistent with, but does not impose, the maintained hypothesis of long-run

purchasing power parity. This representation can express the current level of the nominal exchange

rate and of relative prices as the outcome of contemporaneous and historical realizations of two

fundamental disturbances. In particular, it decomposes the variance of these two variables into

sources due to permanent and purely transitory disturbances, and allows direct measurement of

the relative importance of each type of disturbance for the variance of the real exchange rate.

The common stochastic trend implication of purchasing power parity implies that the reduced

form parameterization of this bivariate system takes the form of a vector error correction model.

This is estimated and inverted to generate a reduced form moving average representation. Pur

chasing power parity is then evaluated in the following ways.

A structural moving average representation of an equilibrium exchange rate model can always

be identified from a reduced form representation by imposing restrictions on the long-run responses

of the nominal exchange rate and relative prices to particular types of disturbance. First, by im
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posing the restriction that relative prices have a zero long-run (infinite horizon) response to one

shock, an empirical representation is derived which decomposes fluctuations in nominal exchange

rates and relative prices into sources due to disturbances which permanently affect relative prices

and to disturbances which only transitorily affect relative prices. Under the maintained model, per

manent relative price disturbances should have an equal permanent effect on the nominal exchange

rate. Transitory relative price disturbances should induce purely transitory nominal exchange rate

dynamics. Inspection of the estimated long-run multiplier matrix for the moving average provides

a (weak) test of the satisfaction of these conditions. Analysis of the impulse response functions of

the two variables and of their forecast error-variance decompositions then informs on whether any

permanent real exchange rate disturbances found, due to the failure of either of these conditions,

are large and significant.

Alternative decompositions are also considered. A permanent-transitory decomposition for

the nominal exchange rate should deliver identical results as that for relative prices under the

maintained hypthesis. A decomposition which imposes an equal long-rim effect for both variables

of one disturbance should deliver an equal (possibly zero) effect for both variables of the second

disturbance. Finally, purchasing power parity can be imposed directly on the bivariate system and

the implied short-run dynamics of the system inspected for their consistency with theory. In fact,

under the maintained hypothesis that long-run purchasing power parity holds, these four alternative

representations should be identical (subject to sampling error).

The models are estimated and small sample statistical inference based on standard errors and

biases computed by Monte Carlo integration. The following empirical results are obtained for

monthly data over the sample period 1975:1-1991:12. For no G-7 country does purchasing power

parity hold according to the criteria discussed for bilateral nominal exchange rates against the $US.

This is true whether consumer prices or wholesale and producer prices are employed. Some striking

empirical regularities are found.

While permanent shocks to relative prices typically do have approximately equal long-run effects

for nominal exchange rates, such disturbances account for a negligible fraction of nominal and

real exchange rate variance. However, for all countries there are large and significant permanent

movements of the nominal exchange rate due to shocks which are identified as purely transitory for

relative prices. In fact, these transitory relative price disturbances insignificantly affect (the variance

of) relative prices at all horizons, yet they can account for more than 50% of both nominal and real

exchange rate variation in every case. There is, then, a large and significant permanent component

in real exchange rates due to disturbances that never affect relative goods prices but generate
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almost all nominal exchange rate fluctuations. It is such nominal exchange rate disturbances that

can account for the empirical observation that real and nominal exchange rates are approximately

equally volatile.

These results are mirrored in decompositions that impose equal long-run effects for one of the

two disturbances for nominal exchange rates and relative prices; this disturbance turns out to

be exactly (has identical properties to) the permanent shock to relative prices identified in the

permanent/transitory relative price decompositions.

In the permanent/transitory nominal exchange rate decompositions, both the identified perma

nent and transitory disturbances to the nominal exchange rate cause permanent deviations from

purchasing power parity. This decomposition generates permanent relative price responses fol

lowing both types of nominal rate disturbance, while the variance of nominal exchange rates is

primarily attributable to permanent nominal exchange rate shocks. These results are consistent

with the preceding finding that nominal exchange rates and relative prices do not share a common

permanent component, and with the previous observation that relative price movements appear to

be driven at both short and long horizons by (their cown) permanent disturbances.

Finally, the decomposition that imposes long-run purchasing power parity generates transitory

relative price shocks with very long-lived effects for real exchange rates, and which induce exchange

rate and relative price dynamics that are difficult to reconcile with theory.

The results suggest that sources of variance in exchange rates and relative prices are orthogonal.

Permanent deviations from purchasing power parity are observed, in almost every sample studied,

due to permanent nominal exchange rate shocks which do not affect relative prices at any horizon.

Some extensions of the empirical investigation are considered. In particular, finer decomposi

tions of variance might allow a more structural interpretation of the permanent nominal and real

exchange rate shocks identified here. For example, decompositions of exchange rate variation using

data on (relative) money stocks and outputs to identify explicitly monetary and real disturbances

may be appropriate. Moreover, as shown in Blanchard and Quah (1989), results derived from

bivariate models are conditional on the appropriateness of an aggregation assumption on the tran

sitory and permanent disturbances identified. If multiple underlying disturbances of either type

generate different dynamics in the two variables, the assumption that all permanent and all transi

tory disturbances can be treated as single (average) disturbances is invalid. Richer decompositions

of exchange rate variance could help alleviate this potential misspecification problem, in addition

to generating more information on the sources of real and nominal exchange rate determination.
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0.2 Overview: ‘A Small Open Economy In Depression: Lessons From Canada
In The 1930’s’

In Chapter 2, titled ‘A Small Open Economy In Depression: Lessons From Canada In The 1930’s’,

an empirical investigation of the sources of the Great Depression in Canada is conducted. The goals

of the paper are to contribute to the economic history of the Canadian Depression experience and

to generate evidence towards an explanation of the international nature of the output collapse in

the 1930’s. In particular, I seek to evaluate the role of the fixed exchange rate regime in propagating

macroeconomic disturbances across national (economic) borders.

It is argued that, because Canada is well characterized as a small open economy, the Canadian

data provide a fertile testing ground for theories regarding international transmission of business

cycle fluctuations. Two facts suggest that especially powerful transmission mechanisms may have

operated between Canada and the U.S. during the Great Depression. First, the U.S. was Canada’s

most important trading partner during the 1930’s and, second, the Canadian govermnent main

tained a fixed exchange rate against the U.S. dollar throughout the 1930’s despite the breakdown

of the interwar gold exchange standard. Consequently, analysis of Canadian interwar data can

potentially help explain if and how the Depression was propagated internationally from the U.S.

economy.

Given these observations, the paper addresses three questions. First, what were the sources of

aggregate fluctuations in Canada during the years, 1929-1933, of output collapse ? Second, were

aggregate fluctuations in Canada during this era primarily caused by disturbances transmitted from

the U.S. economy as the conventional view of the source of international output collapse asserts?

Third, if international transmission from the U.S. economy was the source of Canadian output

collapse, were monetary disturbances identifiable with Federal Reserve policy actions the most

important factor, as frequently proposed in explanations both of the U.S. and global Depression ?

Two alternative views of the international nature of the Depression are considered and empiri

cally evaluated. First, an extensive literature on the U.S. Depression assumes that the global output

collapse reflected international transmission through some combination of goods and financial mar

ket forces of a recession originating in the U.S., initiated by Federal Reserve stringency in 1928,

and exacerbated by financial crises following the Stock Market collapse during which the Federal

Reserve failed to provide necessary liquidity to the banicing system. In contrast, analyses of the

Canadian and European Depression experience, while recognizing the importance of international

transmission, also emphasize the role of idiosyncratic factors in each country’s economic history.

In the Canadian case, recognition is given to the peculiar vulnerability of the small open economy
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to fluctuations in the external demand for her primary export goods. However, structural changes

in the late 1920’s reflecting the end of prairie settlement and of the post-war investment boom in

new primary manufacturing (processing) industries are also proposed to have induced recession.

An empirical representation of the Canadian economy is developed in which Canada is explicitly

modeled as a small open economy on a fixed exchange rate and U.S. data is used to represent the

‘rest of the world’. Specifically, a structural moving average representation of the Canadian economy

is proposed in which the current values of Canadian variables are described by contemporaneous

and historical realizations of a set of macroeconomic disturbances which may originate domestically,

externally or be common to the domestic and external economies.

Monthly, seasonally adjusted data for the sample period 1925:1-1939:12 on industrial produc

tion, the Ml money stock and wholesale prices for the two countries is analyzed prior to estimation.

Tests for common stochastic trends in the U.S. and Canadian series reveal that outputs, money

stocks and prices share such trends. Consequently, I can identify three disturbances which have

equal, permanent effects on the levels of Canadian and U.S. variables. The first is interpreted as

a common supply shock which drives the long-run trend in output for both economies and which

may permanently affect both money stocks and price levels. The second is interpreted as a policy-

driven money supply shock which generates a nominal long-run trend in each economy. This can

be viewed as the outcome of Federal Reserve policy actions and is transmitted to the Canadian

economy through the fixed exchange rate. The money supply shock is identified by assuming long-

run neutrality of monetary shocks for output. The third is a permanent disturbance to the demand

for real balances in each economy. This is interpretable as a common shock to the demand for

liquidity, deriving from common asset market conditions, and is identified by allowing only price

level adjustments to this disturbance in the long-run.

I also identify two country-specific disturbances by assuming that sources of aggregate fluctua

tions originating in Canada have no immediate (direct) impact on U.S. variables. These are purely

transitory disturbances which can be interpreted as real expenditure or demand shocks, in the U.S.

case, and also as transitory domestic monetary disturbances in the Canadian case.

The moving average representation for the six variables of interest is estimated under these

identifying assumptions. I analyze the estimated structural innovations, the impulse response

functions, forecast error variance decompositions and historical decompositions of variance which

are derived from this dynamic representation. The results obtained are as follows.

The estimated structural innovations do identify the U.S. monetary contraction in 1928, and the

attendant rise in transactions money demand emphasized by Hamilton (1987) and Field (1984).
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However these shocks are absorbed by prices and have an insignificant effect on output in both

Canada and the U.S. Similarly, I find evidence in the estimates of deflationary monetary policy in

1930, and the historical decompositions reveal a significant unanticipated money stock contraction

during 1931 and 1932 to which Friedman and Schwartz (1963) attribute the depth and persistence of

the U.S. Depression. Yet the former has no significant output effects in the historical decompositions

and the latter I find to be primarily an endogenous response to the permanent output disturbances

as argued by Temin (1976). Idiosyncratic U.S. demand disturbances during 1929 can be identified,

to which Temin (1976) and Romer (1990) attribute significance, but do not induce important output

effects in either economy. Consequently, these results reject explanations of the global Depression

which emphasize international transmission of autonomous monetary and real disturbances unique

to the U.S. economy.

I find that the onset, depth and persistence of the Depression in both Canada and the U.S.

is attributable to the common, permanent output (supply) shock leaving little significant role for

idiosyncratic disturbances in either economy. From 1929-1936, the twelve month ahead forecast

error in both output series is almost entirely due to this disturbance. Similarly, I find that the level

of output through this sub-sample is almost exclusively accounted for by the cumulative effects

over time of the supply shock. There is a striking symmetry in the behaviour of production in the

two countries for the Depression subsample.

Some interpretations are offered. The results are consistent with Fisher’s (1933) hypothesis that

declines in expected and actual productivity initiated both the 1929 U.S. recession and the Stock

Market Crash in October of that year. They are also supportive of explanations for the Depression

such as Bernstein (1987) and Safarian (1959) that emphasize secular factors, and the importance of

supply shocks during the 1931-1933 subsample is consistent with Bernanke’s (1983) assertion that

disruptions to bank intermediated credit during the banking crises had real, long-lived effects for

efficiency, productivity and output. While the results interpret the Depression as an international,

‘collapse in trend’ event, the underlying source of that trend cannot be uncovered. Finally, it is

observed that if secular factors which were continental, if not global, can explain the Depression

in Canada and the U.S., this provides a potential rationalization for observed synchronicity in the

timing and pattern of international output collapse.

0.3 Overview: ‘Money, Banking And The Determination Of Real And Nominal
Exchange Rates’

Chapter 3, titled ‘Money, Banking And The Determination Of Real And Nominal Exchange Rates’,

presents a theoretical model of real and nominal exchange rate determination. The objective of this
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analysis is to develop a model that can account for a number of important stylized facts regarding

the behaviour of real and nominal exchange rates in the post-war data; namely, the failure of

purchasing power parity and several manifestations of that fact.

A two country, single good, pure exchange model is considered in which the single good is non-

traded (subject to prohibitive transportation costs). In each country there is a government which

issues both fiat currency and interest-bearing bonds. While trade in goods is limited, international

trade in these four assets is unrestricted. It is, then, the monetary policies that control supplies

of these assets, and the demands for assets by private agents in international capital and currency

markets, that ultimately determine real and nominal exchange rates.

The demands for alternative currencies and for bonds are generated by the following mechanism.

Within each country there are two, symmetric locations and agents move between domestic and

international locations stochastically, with stochastic relocation playing the role of liquidity, or

portfolio, preference shocks. In particular, if relocated, agents must carry with them currency

which is assumed to have superior liquidity characteristics over bonds in the presence of spatial

separation and limited communication between locations. Furthermore, inter-location exchange

requires the currency of the country in which the seller is located so that only the currency of

ultimate destination is of value to an agent, ex post, if relocated. These assumptions, in an

environment in which currency is dominated in rate of return by the bonds of each country, induces

ex ante portfolio diversification among all four assets in the economy by private agents.

In fact, since stochastic relocation plays the role of liquidity preference shocks in the Diamond

Dybvig (1984) model, banks naturally arise in this economy to insure agents against their random

needs for currency-specific liquidity; against the risk of premature asset liquidation. To provide

this insurance, banks in each country hold both foreign and domestic currencies as reserves and in

addition invest in interest-bearing government bonds.

Since trade in goods between countries is limited, purchasing power parity need not hold. The

determination of the real exchange rate is examined in a model where all markets are competitive

and clear at each date, all prices are flexible, and all agents have equal access to all asset markets.

Real exchange rate determination is analyzed under a variety of policy regimes, including fixed and

flexible exchange rates, and regimes which differ with respect to the degree of domestic or foreign

batik regulation and the presence or absence of exchange controls.

The results obtained are as follows. Monetary policy, portfolio preference parameters and rel

ative endowments are all fundamentals in any steady state equilibrium for both real and nominal

exchange rates. The importance of monetary factors is consistent with recent empirical evidence

10



supporting an important role for nominal shocks in real exchange rate fluctuations. There is a

unique steady state equilibrium under both flexible and fixed exchange rates which is, for iden

tical money growth rates, invariant to the choice of regime. In addition, the choice of nominal

exchange rate value under fixed nominal rates has no aflocative consequences and does not affect

the equilibrium real exchange rate at any date.

Under a regime of flexible exchange rates, an increase in the rate of growth of the domestic

(foreign) money supply causes the real interest rate to rise and generates a real and nominal

depreciation of the domestic (foreign) country’s currency. The former effect is due to the fact

that money creation finances debt repayment, while the latter is due to the fact that an increase

in the money growth rate of either country taxes the holders of that country’s currency thereby

reducing their demand for the goods of that country. Goods markets are re-equilibrated by a

real exchange rate movement that raises the purchasing power of foreign (domestic) agents in

the domestic (foreign) economy. In addition, the impact on the initial nominal exchange rate of

monetary changes is necessarily equal to the impact on the real exchange rate, which is consistent

with the observation that real and nominal exchange rates are approximately equally volatile.

Under a regime of fixed exchange rates, an increase in the rate of growth of (all) money supplies

tends to move the real exchange rate, but the impact is necessarily smaller than that under a regime

of flexible rates. This finding is consistent with the stylized fact that real exchange rate movements

tend to be more pronounced under flexible than under fixed exchange rate regimes.

The use of reserve requirements or exchange controls by a foreign country will also influence

the real interest rate and real exchange rate of the domestic country. An increase in the foreign

country’s reserve requirements (a tightening of the foreign country’s exchange controls) tends to

raise (reduce) the world real interest rate and to raise (have an ambiguous effect for) the domestic

country’s real exchange rate. Both reserve requirements and exchange controls affect the efficacy

of monetary policy changes in manipulating real and nominal exchange rates. These results hint at

the importance of reductions in exchange controls and reserve requirements since 1973 in helping

to account for the observed change in real exchange rate behaviour since that date relative to the

Bretton Woods era.

Notably, while the effects of monetary policy changes in the theoretical model can account for

the stylized facts of real and nominal exchange rate behaviour cited here, changes in real factors

(relative endowments) have counterfactual properties. The impact on the real exchange rate of a

change in relative endowments is identical under fixed and flexible exchange rate regimes, and the

real exchange rate movement induced by such a change is never reflected in nominal exchange rates
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under flexible nominal exchange rate regimes.

Several extensions of the analysis can be contemplated. These include an investigation of more

sophisticated monetary policies, more general utility functions, the introduction of more stochastic

elements, and an analysis of a version of the model with production. The latter extension wifi

permit an analysis of how output levels, real and nominal exchange rates, and price levels are jointly

determined. It will thereby make possible statements about how policies that are designed to move

real exchange rates in favour of a particular country affect that country’s level of development.
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1 CHAPTER 1: Identifying Disturbances To Purchasing
Power Parity

1.1 Introduction

The proposition that purchasing power parity (PPP) determines the long-run equilibrium value of

freely traded currencies is both a central proposition of traditional open-economy macroeconomic

representations and a key implication of equilibrium in many two-country monetary business cycle

models. This proposition implies that permanent disturbances to relative goods prices should be

reflected one-for-one in nominal exchange rates and that nothing else (no transitory price shock)

matters at distant horizons for the variance of either variable. Consequently, the real exchange

rate (the PPP deviation) should exhibit long-run mean reversion in response to either type of

disturbance; a long-run neutrality result holds. Yet tests of long-run PPP based on analyses of the

univariate properties of real exchange rates have returned mixed results.

Here, bivariate time-series representations of nominal exchange rates and relative prices are

used to identify and measure transitory and permanent deviations from PPP. In contrast to uni

variate models, both the specification and identification of these representations is conditional on

information derived from economic models that deliver PPP as a long-run equilibrium condition.

Consequently, there are a number of well-defined implications for the bivariate system that must

be satisfied under the maintained hypothesis, each of which takes the form of a long-run neutrality

proposition. Application of the bivariate methodology to G- 7 data for the floating exchange rate

period reveals that several of these neutrality propositions are consistently violated across countries

and that long-run PPP can be rejected without exception.

In its strongest form PPP asserts that international goods market arbitrage ensures instan

taneous equalization in spatially separated economies of the common currency price of a given

commodity basket. While impediments to free trade in goods may prevent the relation from hold

ing exactly, changes in common currency prices are assumed to be exactly contemporaneously

correlated by weaker forms of the doctrine. Under flexible exchange rate regimes, market deter

mined spot currency prices eliminate goods market arbitrage opportunities. Static open economy

models in the spirit of the Mundell-Fleming monetary approach assume satisfaction of such arbi

trage conditions, yet casual observation from the floating exchange rate regime reveals that no such

instantaneous PPP relation holds in the data. Specifically, the data are characterized by volatile

currency prices which diverge widely and persistently from the parity values implied by relative

price series.

Yet, since at least Cassel (1918) it has been recognized that PPP should be viewed as an equi
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librium rather than instantaneous condition for exchange rate determination. Traditional models

adapted to incorporate dynamics (Dornbusch (1976) and Mussa (1982) are leading examples) imply

that any observed divergences from PPP in the data represent purely transitory deviations from

equffibrium. Slower adjustment of goods than asset prices following unpredictable (permanent)

macroeconomic disturbances causes nominal exchange rates to overshoot the new fundamental

level of relative goods prices. Two-country, two currency dynamic general equilibrium models, ex

tending Lucas’s (1982) framework, derive PPP as the implication of an optimal consumption plan

for a rational, forward looking agent who transacts in two, distinct goods markets which require the

agent to offer different currency units in exchange for goods.’ Equilibrium relative goods prices,

and hence nominal exchange rates, are determined endogenously as functions of cross-country dif

ferentials in fundamentals; taste, technology and money stock parameters. In the absence of new

disturbances to these fimdamentals this equilibrium is realized.2

These models each have a version of PPP as a long-run equilibrium condition for nominal

exchange rate determination, while allowing for transitory dynamics from equilibrium characterized

by PPP deviations. While alternative hypotheses exist,3 PPP still dominates as a condition for

long-run exchange rate determination in open economy models.

Ultimately, whether PPP can explain real and nominal exchange rate behaviour in the long-run

is an empirical issue that cannot be resolved by mere inspection of the data but requires estimation

of long-run equilibria. Most tests of long-run PPP have been predicated on the univariate properties

of the real exchange rate. Such tests use the fact that if equilibrium currency values are pinned down

by goods market arbitrage then their long-run (low-frequency) behaviour wifi reflect this. Bilateral

nominal exchange rates and relative goods prices should share a common permanent component,

or cointegrate in the sense of Granger (1983), and their log difference, the real exchange rate,

should be covariance stationary exhibiting purely transitory deviations from mean. A finding of a

non-stationary real exchange rate is then taken to imply the failure of long-run PPP.4

1See, for example, Grill and Roubini (1992) and Schlagenhauf and Wrase (1992a,1992b).
2Grilli and Roubini (1992) show how asset market disturbances originating in government open market operations

can generate liquidity effects for equilibrium exchange rates which are ‘non-fundamental’ (have no relative price
effects). However, these liquidity effects have zero expectation.
3See Blanchard and Watson (1982), Meese (1986) and Frankel and Froot (1990) in which rational and irrational

speculative bubbles in exchange rates are posited as potential explanations for apparent failures of PPP to hold in the
data. In general, models with extrinsic uncertainty can explain volatility of real and nominal exchange rates which
are unrelated to movements in fundamentals with sunspot equilibria.
4Studies that employ univariate tests of purchasing power parity are too numerous to document fully. Roll (1979),

Meese and Singleton (1982), Adler and Lehmann (1983), Mussa (1986) and Diebold (1988) are among those studies
that reject long-run PPP with univariate non-stationarity tests applied to real exchange rates. (These tests originate in
the work of Dickey and Fuller (1979, 1981) and Phillips (1987) in particular.) By contrast, Diebold, Husted and Rush
(1991), Cheung (1993) and Cheung and Lai (1993) reject the martingale hypothesis in long spans of data, modeling
real exchange rates as long memory but fractionally integrated processes. Huizinga (1987), Kaminsky (1988), and
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Yet there are two (now familiar) objections to such a univariate approach which together imply

that univariate stationarity tests have (arbitrarily) low power to detect the presence of long-run

PPP in the data. First, the low power of standard tests for non-stationarity to discriminate

between highly persistent and non-stationary time-series has long been recognized.5 In particular,

Cochrane (1991) and Quah (1992) demonstrate that any stochastic process which can be identified

as non-stationary has a permanent component with arbitrarily small variance. Yet univariate

representations of such processes can neither identify nor measure the relative size of permanent

and transitory components of a series without imposing additional structure on the covariance

properties of the two components (which derives from information extraneous to the empirical

model specified). Consequently, the finding of a non-stationary real exchange rate may have little

statistical or economic relevance.

A second, and related objection, is that univariate methods cannot inform on the sources of PPP

deviations relative to any economic model. In the absence of information that permits structural

interpretation of the permanent (or long-lived) components frequently found in real exchange rates,

univariate tests for stationarity have little insight to offer on the validity of specific theoretical

propositions regarding exchange rate determination.

In this paper, structural vector autoregressions (VAR’s) are used to generate more informative

tests of long-run PPP. Long-run neutrality propositions about the effects of alternative disturbances

for real exchange rates can be straightforwardly evaluated when the maintained model allows for

permanent components in both nominal exchange rates and relative prices. The class of models

that delivers PPP as a long-run relation, while having no unique set of implications for transitory

exchange rate and relative price dynamics, does have a unique set of implications for the effects of

permanent disturbances for relative prices and nominal exchange rates. Specifically, any perma

nent disturbance to relative goods prices, whether due to monetary or real shocks, has an equal

permanent effect on nominal exchange rates. All other disturbances in this class of models have no

permanent effect for either variable. Long-run PPP therefore implies that two long-run neutrality

propositions should hold for the real exchange rate when nominal rates and relative prices are

subject to permanent disturbances.

A bivariate structural moving average representation is identified which expresses these two

variables as the outcome of current and historical realizations of permanent and transitory distur

Gnu and Kaminsky (1991) find evidence of mean reversion in real rates using univariate variance ratio tests, while
Abuaf and Jorion (1990) following Hakkio (1984) also support long-run PPP when cross-sectional information is
incorporated into variance ratio statistics.
5See, for example, Schwert (1987) and Gregory (1991) and, in the exchange rate context, Hakkio (1984)
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bances to relative prices, which is parameterized as a bivariate VAR of an error-correcting form in

relative goods prices and nominal exchange rates. 6 This allows long-run hypotheses to be tested

directly. Estimates of the infinite horizon multipliers for permanent and transitory relative price

shocks are derived and inspected with the impulse response functions for evidence that the long-run

restrictions are satisfied. Forecast error-variance decompositions then inform on the relative size of

the implied transitory and permanent components in real exchange rates.

Three other, complementary tests of long-run PPP are conducted. The maintained model

implies that a bivariate representation in which permanent and transitory disturbances to nominal

exchange rates are identified should mirror exactly that in which a permanent/transitory relative

prices variance decomposition is invoked, at least in its long-run behaviour. This representation is

estimated and results compared to those from the relative price decomposition described above. The

maintained model also implies that if an underlying structure is identified in which one disturbance

is imposed to have an equal long-run effect on relative prices and nominal exchange rates then

the second disturbance should also have an equal long-run impact on the two variables which may

be zero. The results from this model should reflect those for the preceding two. Finally, if a

structure is identified in which long-run PPP is imposed, the estimated dynamics of that system

should be reconcilable with at least one standard idea about the effects over time of permanent

and transitory relative price shocks in economic models that predict long-run PPP and, under the

maintained hypothesis, also should be identical to those generated by the preceding decompositions.

Each of these tests is applied to monthly G-7 data for the sample period 1975:1-1991:12. The

$US is used as the numeraire (foreign country) currency in all cases, where the exchange rate is

defined as the price of foreign currency in domestic currency units. Both consumer and wholesale

prices are used to measure aggregate relative price levels across countries so that sensitivity of the

results to alternative data sets can be evaluated.

The results show that for no bilateral exchange rate according to the long-run neutrality criteria

is long-run PPP satisfied. While permanent shocks to relative prices are typically reflected one-

for-one in the nominal exchange rate, these disturbances account for a small and insignificant

percentage of both nominal and real exchange rate variance. Disturbances identified to be purely

transitory for relative prices, however, engender large, significant and permanent movements in

nominal and real exchange rates that account for almost all of the total variance in these variables.

6The error-correcting form is appropriate for a maintained economic model which implies that relative prices and
nominal rates cointegrate. See Engle and Granger (1987) for the source of this result. Cochrane (1992) uses a similar
methodology in evaluating the source of permanent and transitory components in GNP and stock prices.

71n particular, this addresses criticisms of the use of consumer prices, which incorporate a high percentage of
non-traded goods, in tests of PPP.
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Consequently, disturbances that are only transitory for relative prices cause permanent violations of

PPP. Moreover, these disturbances are never significantly reflected in relative price variation at any

forecast horizon. Almost all of the variance of relative prices is accounted for by its ‘own’ permanent

disturbance so that relative prices have an insignificant transitory component, approximating a pure

random walk. Since nominal exchange rate variance is primarily attributable to transitory relative

price shocks, in ten of twelve cases in the sample sources of fluctuations in relative prices and

exchange rates are orthogonal.

Given the equality of nominal exchange rate and relative price effects of permanent relative

price shocks under this decomposition, the decomposition that imposes this equality identifies

(in ten of twelve cases) identical disturbances with identical dynamics and long-run effects. In

contrast, the permanent/transitory decomposition for nominal exchange rates cannot retrieve the

same disturbances as the permanent/transitory decomposition for relative prices since the two

variables do not share a (single) common permanent component. The decomposition that imposes

long-run PPP likewise cannot replicate the dynamics implied by the permanent/transitory relative

price decomposition, and by forcing permanent real exchange rate disturbances to be zero at the

infinite horizon generates transitory relative price shocks with real effects that persist beyond a five

year horizon.

The results mirror the empirical observation that real and nominal exchange rates are approxi

mately equally volatile. Importantly, they suggest that while the permanent component of prices is

fully reflected in nominal exchange rates, the important source of (permanent) variation in nominal

and real exchange rates is ‘non-fundamental’ relative to sources of fluctuations in relative goods

prices. It is this component of nominal exchange rate variation that generates the permanent

component in real exchange rates and so permanent disturbances to PPP.

The remainder of this paper is organized as follows. Section 1.2 briefly describes the maintained

economic model, and Section 1.3 presents the mapping from this model to the empirical represen

tation and tests. Section 1.4 describes the results of applying the test to G-7 data and Section 1.5

concludes.

1.2 The Maintained Economic Model

The strong form of purchasing power parity asserts that under conditions of free trade spatial arbi

trage will ensure that the currencies of different countries command the same bundle of goods when

measured in common units. The bilateral nominal exchange rate between any two currencies should

therefore equal the ratio of domestic to foreign price indices pertaining to a common commodity
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basket. This condition is expressed in logarithms as

et =Pt —P (1)

where et is the log of the domestic currency price of foreign exchange, and Pt and p are the log

levels of the domestic and foreign prices.

It has long been accepted that PPP is unlikely to hold at any given point in time. Weaker

forms of the doctrine account for constant wedges between bilateral nominal exchange rates and

national indices of purchasing power due to impediments to free trade which are unchanging over

short periods of time. This weaker form of PPP allows for constant deviations from (1) due to

transportation costs, international transactions costs, policy related trade restrictions and other

obstacles to trade which prohibit exact parity

et=c+pt—p (2)

However, common currency prices still are assumed to be closely related and highly arbitraged.

Equation (2) implies that the change in an exchange rate is determined by the change in two

countries’ relative price levels, or that ‘relative purchasing power parity’ holds

IXet = Pt —
Ip (3)

Casual inspection of data from the floating exchange rate regime since 1974 indicate that (1), (2)

and (3) have little validity as explanations of nominal exchange rate movements over short horizons.

Figure 1.1 plots monthly time-series of the six G-7 bilateral currency prices, where the $U.S. is the

numeraire currency, against relative consumer price indices and Figure 1.2 plots the same exchange

rates against relative wholesale price indices. In both cases, movements in nominal exchange rates

appear to little reflect movements in relative prices month by month. This phenomenon has been

explained by many models that allow for transitory deviations from PPP, but which deliver PPP

as a long-run equilibrium condition.8

Transitory deviations from PPP have traditionally been attributed to divergent speeds of adjust

ment by wages and prices relative to nominal exchange rates following permanent, country-specific

shocks to money stocks and output levels which are ultimately reflected in permanent relative prices

changes. if wages are fixed by long-term contracts, goods prices based on normal unit costs may ad

just only slowly to these disturbances. In contrast, currency prices are determined in spot markets

and can respond immediately to new disturbances to goods and asset markets. These responses are

8Notably, the price index used to measure wholesale prices for France is in fact an import price index and (as
can be seen in the results) generates some perverse results relative to the other data series. Its dynamic behaviour is
noticeably more similar to that of the exchange rate than for any other index.
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argued to clear international asset markets in the short run following any disturbance that affects

international interest rate differentials, and the return to alternative currency deposit holdings, but

has no immediate price impact. The divergent dynamics of goods and asset prices causes nomi

nal exchange rates to overshoot their new long-run values and induces potentially persistent, but

transitory, deviations from PPP following permanent shocks to fundamentals.

Neoclassical two country, two good, two currency models deliver equilibrium (steady state)

exchange rates that conform to some PPP arbitrage condition (subject to potential shifts in prefer

ences or the marginal rate of substitution function). In these models also, steady state price levels

and so exchange rates are determined by relative money stocks and outputs, ‘fundamentals’. Such

models must be linearized and parameterized to generate simulated dynamics out of equilibrium

for exchange rates and relative prices, and few unambiguous conclusions emerge.

The literature thus proposes that while (1)-(3) may not hold instantaneously, some version

will hold in the absence of new disturbances and when the transitory dynamics of all previous

disturbances have been fully worked out. Long-run parity is asserted. Empirically, we observe that

real exchange rates which are deviations from (strong) PPP given by

rt = et
— (Pt —

p) (4)

diverge widely from their mean (zero) values. Figure 1.3 plots (demeaned) log real exchange rates

for the G-7 countries (where prices are measured by both consumer and wholesale indices) and

ifiustrates this point clearly. However, mere inspection of the data is insufficient to inform on

whether the real rate tends to revert to mean following permanent and transitory disturbances to

fundamentals. This observation is discussed in the context of testing for long-run PPP in next

section.

1.3 Empirical Representations Of Disturbances To PPP

1.3.1 Univariate Representations

Relative prices and the nominal exchange rate are typically characterized as linear stochastic pro

cesses driven by underlying stochastic shocks in the fundamentals which determine macroeconomic

prices and quantities. In particular, long-run PPP has been taken to imply that the real exchange

rate is a covariance stationary, or a mean reverting, stochastic process with time invariant first

and second moments. Any innovation in such a stationary process has finitely-lived effects which

9See Schiagenhauf and Wrase (1992a,1992b) for some investigation of these dynamics in models that allow for
liquidity effects of monetary injections through limited participation constraints on agents’ receipts of these injections.
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eventually die out. Further, the long-run expected value of such a process is a time-invariant con

stant. 10 This is an appealing representation of long-run PPP since it implies that deviations from

parity exchange rate values are finitely lived, and that ultimately the real exchange rate returns to

a time-invariant constant (zero) mean value.

The condition that r be stationary is trivial if both e and (p — pj are stationary processes.

However, if fundamentals follow non-stationary processes (tastes, technology, money supplies) then

long-run PPP requires cointegration of the nominal exchange rate and relative prices. Granger

(1983) and Engle and Granger (1987) show that even if two variables are individually non-stationary,

there may be a unique linear combination of them in which the non-stationary components cancel

out and which is stationary as a consequence. In short, any permanent disturbance to relative prices

originating in permanent disturbances to fundamentals must be ultimately and equally reflected in

nominal exchange rates and all other disturbances transitory for both variables.

The evidence of Nelson and Plosser (1982) and numerous studies since indicates that many

macroeconomic time-series can be characterized as unit root processes suggesting that underlying

fundamentals may be non-stationary. Relative goods prices and nominal exchange rates may be

expected to inherit this property and the perceived conventional wisdom is that this is indeed

the case. Long-nm PPP then implies these two variables wifi be cointegrated with unique

cointegrating vector (1,-i). The real exchange rate may be very persistent but will be stationary if

this condition holds.

Typically, univariate tests of covariance stationarity of rt take as their alternative hypothesis a

stationary univariate process of a first order autoregressive moving average (ARMA) form

= C + C1’1 + Vt (5)

where c is a constant, c can take any value less than unity, and Vj 1S a moving average process such

as

Vt = a(L)ct (6)

with a(L) a lag polynomial satisfying conditions for stationarity and invertibi]ity. The long-nm

equilibrium real exchange rate is defined as the unconditional mean of this process,

(7)

‘°In fact, long-run PPP requires only that the fir8t unconditional moment of the real exchange rate be time
invariant. Covariance stationarity is a stronger condition which has been imposed by empiricists as a condition to be
satisfied in the data, but which has strong intuitive appeal as an equilibrium condition.
‘1See Meese and Singleton (1982) and Schotman (1989) on the case for non-stationarity of nominal exchange rates

and Nelson and Plosser (1982) for evidence supporting non-stationarity of aggregate price indices.
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Strict or short-run PPP is violated whenever the instantaneous real exchange rate does not equal

this long-run value. Long-run PPP is violated whenever a is greater than or equal to unity.12 If

a equals unity, then every shock in the Vt process has a permanent effect on r through Vt_i. If a

is less than one then each shock to the system is corrected at the rate of (1 — a) per period and

therefore eventually dies out.

For the purposes of studying the dynamic properties of real exchange rates, one can also invert

the uuivariate ARMA process (5) to generate an infinite order moving average representation

(MAR)

Vt = é+d(L)e (8)

where ê is a constant function of c and a, and d(L) is a lag polynomial function with coefficients

depending on a and a(L). The coefficients in d(L) summarize completely the dynamic behaviour

of Vt in reponse to any shock Ct. Once a suitable time-series representation for Vt is found, one can

directly measure the persistence of deviations from PPP by studying the moving average coefficients

(its univariate impulse response function).

Most empirical tests of long-run PPP have employed tests of non-stationarity (non-cointegration)

of Vt based on (5). These involve a test of the null of a unit root in rt, or a equal to unity, against

the alternative that a is less than unity. Most tests of non-stationarity in exchange rate data cannot

reject the null for nominal rates or relative prices. However, they also frequently fail to reject the

null for the real exchange rate and conclude that long-run PPP is violated.

Yet there are three important criticisms of the univariate approach which suggest its invalidity

as a method for evaluating the hypothesis of long-run PPP. First, and most generally, it is well-

documented (with Monte Carlo evidence) by Schwert (1987), Blough (1988), Gregory (1991) and

others, that univariate non-stationarity tests have low power to discriminate between the null and

close alternative hypotheses in small samples. Lo and MacKinlay (1989) show that similar results

hold for the variance-ratio tests of non-stationarity which have been applied to real exchange rates

also (by Gnu and Ka.minsky (1991) to evaluate PPP for the US/UK data, for example). If the

hypothesis of long-run PPP is correct, tests for unit roots have low power to detect this in the data.

More specifically, Cochrane (1991) and Quaia (1992) show formally that any non-stationary

process has both a permanent and a transitory component, the former having arbitrarily small

variance so that unit root tests have arbitrarily low power against some stationary alternatives in

12J fact, long-run PPP is also violated if either a or c is time-varying. This source of violation is not considered
in the current paper.
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small samples.’3 A meaningful test of the hypothesis of long run PPP therefore relies on being

able to identify the relative size of the permanent component in real rates. If a real exchange

rate, for which the unit root hypothesis cannot be rejected, has a permanent component with small

variance, then deviations from PPP (fluctuations in real exchange rates) may be prirriarily transitory

despite non-rejection of a univariate test for non-stationarity. Yet, as shown in (8), univariate

estimation and testing allows derivation only of one, reduced form error process which may be

a linear combination of multiple underlying disturbances some with permanent and some with

transitory effects. Univariate time-series methods cannot identify and measure alternative sources

of disturbance to PPP in the absence of additional information that imposes some structurally

interpretable decomposition of variance for Vt.

The third, and related, objection to univariate methods is that they may lead to at worst

misleading and at best uninformative representations of real exchange rate dynamics. Notably,

Cochrane emphasizes that there exist unit root processes (with permanent components having

small innovation variance) whose autocorrelation and likelihood functions are arbitrarily close to

those of given stationary series. For such processes, the asymptotic distribution theory derived

under the false alternative may be a better guide for statistical inference in small samples than

the non-standard (correct) distribution theory derived under the assumption of non-stationarity.

This calls into question the use of unit root test results as information for specifying univariate

representations for exchange rate dynamics in borderline cases. Huizinga (1987) presents evidence

that exchange rates lie in this ‘borderline’ category.

More generally, without the means to identify multiple, structurally interpretable sources of

real exchange rate disturbances univariate methods have little potential to inform theory with

explanations of the failure of long-run PPP.

1.3.2 Bivariate Representations

Univariate evaluations of long-run real exchange rate behaviour fail to exploit additional information

that is available in multivariate systems. This extra information can be used to identify multiple

13 response to these criticisms, some empirical evaluations of long-run PPP have used fractional integration
methods which allow for more general forms of long memory or time-dependence in real exchange rates. Diebold
et al (1991), Cheung (1993) and Cheung and Lai (1993) are examples. In this work, r is represented as following a
near unit root process given by b(L)(l — = c + v where d is allowed to be non-integer (the fractional order
of integration), equal to unity under a unit root null, qf(L) is a polynomial in the lag operator satisfying conditions
for stationarity and invertibility, and i, is again a stationary (MA) error process. A stationary process is said to
have long-memory if there are non-negligible autocorrelations between observations widely separated in time, yet
zero effects of shocks at the infinite horizon for the level of the variable. ARFIMA modeling of real exchange rates
involves estimation of d and of the associated moving average representation, and has found strong evidence to favour
long-memory alternatives to non-stationary behaviour in real exchange rates.
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sources of disturbance to real exchange rates, to measure their relative size in accounting for the

variance of real rates, and to characterizations of exchange rate dynamics that inform theory on the

role and importance of different fundamental processes. In particular, multivariate systems admit

identification of both transitory and permanent components in exchange rates.

Quah (1992) shows that multivariate vector autoregressive (VAR) representations can identify

both the (orthogonal) permanent and transitory components of non-stationary series. One appeal

of Quah’s multivariate method is that it allows for direct estimation of the two components in a

simple vector-autoregressive (VAR) system specified to have meaningful structural interpretation.
14 Additionally, King and Watson (1992) suggest that such structural VAR decompositions can be

used to evaluate propositions about long-run neutrality in the presence of non-stationarity in the

endogenous variables of an economic model. The permanent/transitory decompositions suggested

by Quali (1992) are invoked in the testing process. This methodology can be readily applied as a test

of long-run PPP where, as noted above, this hypothesis translates directly into long-run neutrality

propositions concerning the effects of permanent and transitory relative price disturbances for

nominal exchange rates. This section shows how bivariate structural VAR’s can be used to identify

and measure disturbances to bilateral PPP relations and suggests how to test directly long-run

PPP in this framework.

1.3.3 Representation And Identification

Models which predict long-run PPP assert that prices in each of any two economies are driven by

multiple disturbances to nominal and real fundamental variables some of which are permanent and

others transitory. These are the only disturbances that affect nominal exchange rates albeit with

different dynamic effects. Since long-run PPP holds, permanent disturbances to prices have equal

long-run effects for the nominal exchange rate, and all transitory disturbances have zero long-run

effects for both variables. Consequently, both permanent and transitory disturbances are neutral

for the real exchange rate in the long-run.

This suggests that bivariate structural representations of bilateral nominal exchange rates and

relative prices, which allow identification of only two fundamental disturbances, are ‘complete’

provided that all of the underlying fundamental disturbances can be aggregated into two orthogonal

representative disturbances. Given non-stationarity of nominal rates and relative prices, a bivariate

system in one (aggregate) permanent relative price disturbance and one (aggregate) transitory

14Structural VARs have been proposed and applied by Blanchard and Quah (1989), Quah (1992) and Cochrane
(1992) as alternative methods for estimating the permanent and transitory components in time series which are
characterized by stochastic non-stationarity.
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relative price disturbance can potentially represent such models.

Blanchard and Quah (1989) and Quah (1992), show that representations in which all permanent

and all transitory disturbances are aggregated into single stochastic variables in this manner, must

satisfy some regularity conditions to be valid. Specifically, two conditions must hold. First, the

permanent shocks must elicit very similar dynamic responses of the two variables.’5 Second, the

transitory disturbances can have different dynamic effects for the variables but must leave (nearly)

unchanged the dynamic relation between them. It is assumed that these regularity conditions are

met.

Assume that the vector of non-stationary economic variables, X = [et, ( p*)tlI is jointly,

completely and fundamentally determined by a fixed set of underlying disturbances which can be

aggregated into a single permanent relative price disturbance and a single transitory relative price

disturbance as i. From Wold’s Theorem, the (2 x 1) jointly covariance stationary stochastic vector

process, then has infinite (causal) vector moving average representation (MAR)

= I’(L)rft (9)

where = [set, I.(pt —
pr]’, F(L) is a matrix lag polynomial summarizing the dynamics of the

system and satisfying conditions for stationarity and invertibility, and tmlt is a (2 x 1) vector of

orthogonal fundamental disturbances, one of which is permanent and the other transitory for X,

with variance- covariance matrix . Estimation of the parameters in T(L) and identification of

the orthogonal innovations generate a complete description of the system’s dynamics.

While the MAR (9) cannot be estimated directly, it can be identified from the parameters of

a reduced form parameterization under the maintained hypothesis.’6 From Engle and Granger

(1987) we know that if the 2 x 1 vector X is non-stationary, or integrated of order 1 (1(1)), but the

linear combination given by rt is stationary, the covariance stationary exchange rate/relative price

system can be parameterized in one of two ways. First, a vector error-correction model (VECM)

given by

= —7rt_1 + B(L)/X_, + t (10)

can be estimated, where rt is the ‘error-correction term’ which captures the common permanent

component in et and (p — p*)t. Its inclusion restores the spectral density of the model to full rank

(accounts for the singularity in I’(1) due to the presence of this common permanent component).’7

These cointegrated representations are correct under the maintained hypothesis.

15This condition appears to be satisfied in the impulse response functions estimated below.
‘6Direct estimation of the system is possible if there exist strictly exogenous variables which can be used as

instruments allowing identification of any non-zero contemporaneous multipliers.
17See Yoo (1985).
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This parameterization can be inverted and transformed to produce a reduced form MAR of the

form

= (11)

where C(O) = I and the variance-covariance matrix of t is given by . From (9) and (11)

I’(L)qt = C(L)e (12)

and since C(O) = I the structural innovations are given by

= F(O)’e (13)

and the dynamic multipliers by

I’(L) = C(L)F(O) (14)

Hence, the structural innovations and parameters can all be identified given knowledge of I’(O).

From (13), the covariance condition

= r(o)r(o)i (15)

provides 3 restrictions which must be satisfied by the elements of I(O).18 However, there are

4 distinct elements to be estimated in I’(O), and so multiple representations of (9) aclniissable

from (11) conditional on the fourth identifying restriction imposed, each of which allows for the

contemporaneous joint determination of the elements of Xt by orthogonal disturbances.

Notably, the hypothesis of long-run PPP assumed in (9) involves two restrictions on the elements

of I’(l) = Fj, the long-run multiplier matrix for the two disturbances.’9 These are

= I’(1)2, (16)

(17)

= r(1)22 (18)

= 0 (19)

where the first disturbance in the system. is (arbitrarily) identified as the permanent relative price

shock and the second as the transitory relative price shock. These two restrictions overidentify the

I:n fact, E,, is normalized to be the identity matrix and the diagonal elements of r(O) estimated as the impact
multipliers.
19F(l) represents the cumulative impact of each disturbance on the elements of (If X is a covariance

stationary vector, then these long-run effects are zero.) If X is non-stationary in levels and the VAR is thus specified
in first differences of X, r(1) reflects both the cumulative impact of a given disturbance on the first difference of the
variable and the infinite horizon effect on the level of the variable.
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model, but imposition of either one in some form should, under the maintained model, retrieve

the structural representation of interest. One of these constraints can therefore be imposed as a

restriction on the elements of C(1)F(0) = F(1).

An alternative representation, which directly imposes long-run PPP, is a reduced form cointe

grated VAR in Y = [(p — p*)t,rt]l which is estimated as

Yt = B(L)Y_ + t (20)

In this instance the same identification problem arises. Now, however, a single restriction will suffice

to identify the maintained model since long-run PPP is embodied in the specification through the

inclusion of Vt as a dependent variable. Specifically, imposing that the long-run effect of one

disturbance for (p — p*)t is zero will retrieve (9) directly. Such a zero restriction on r(1) implies

a representation for i in terms of permanent and transitory disturbances for relative prices a la

Blanchard and Quah (1989).

For both parameterizations, the underlying structural model can be retrieved in the form of

interest (as a description of the levels behaviour of exchange rates and prices following alternative

disturbances) as

X = F(L)/(1 — (21)

by appropriate transformation of the estimated parameters. The levels behaviour of the real ex

change rate is directly estimated from the second parameterization and can be derived by appro

priate transformations from the first.

1.3.4 Tests Of Long-Run PPP

Following King and Watson (1992), two tests of long-run PPP are proposed which use the two

parameterizations of (9) described above.

First, three alternative long-run restrictions are imposed on the reduced form MAR (11) and

the overidentifying restrictions used to evaluate the validity of the joint hypotheses (16) and (18).

These restrictions are

T(1)22 = 0 (22)

F(1)12 = 0 (23)

= P21 (24)
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(22) identifies the second disturbance in the system as purely transitory for (p — p*)t 2O The

resulting structural model is referred to as Model (1). Under the maintained hypothesis, this

restriction generates a representation in which the following (necessary) conditions are observed:

I’(1)21 = (25)

= 0 (26)

Consequently, both the first (permanent relative price) disturbance and the transitory relative price

disturbance are neutral for the real exchange rate at the infinite horizon.

(23) identifies the second disturbance in the system as purely transitory for et. The resulting

structural model is referred to as Model (2). Under the maintained hypothesis, this restriction

generates a representation in which the following (necessary) conditions are observed:

= r(1)11 (27)

I’(l)22 = 0 (28)

Consequently, both disturbances are neutral for the real exchange rate at the infinite horizon. The

identified system should be identical to that identified by Model (1).

(24) identifies the first disturbance as having equal long-run effects for et and (, — p*)t The

resulting structural model is referred to as Model (3). Under the maintained hypothesis, this

restriction generates a representation in which the following (necessary) condition is observed:

I’(1)12 = F(1)22 (29)

Again, both disturbances are neutral for the real exchange rate at the infinite horizon and the iden

tified system should be identical to that identified for Models 1 and 2. Both the long-run multiplier

matrix and the parameters in (L)/(1 — L) are inspected for evidence of significant deviations

from long-run PPP. 21 However, even if one of the conditions required for the system to satisfy

long-run PPP according to the preceding criteria fails, the forecast error variance decompositions

could indicate that the implied source of the PPP deviation accounts for a negligible fraction of

real exchange rate variance. This trivariate of statistics therefore are used together to evaluate the

hypothesis.

20The choice of ordering for the identified disturbances involves a normalization; the point estimates are unique up
to a column sign change. Notably, there may be differences across choice of ordering in small sample inference due
to sampling error. In general, the inference based on simulated standard errors computed in this paper is robust to
such changes in ordering.

21In all tests, statistical inference is based on empirical distributions computed by Monte Carlo integration using
2500 replications and based on standard distributional assumptions for the reduced form VECM parameters.
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The second test of the long-run PPP hypothesis involves use of the identified system (21), which

will be referred to as Model (4). Tn this case, there is no unique set of overidentifying restrictions

supplied by theory which can be used to evaluate the model’s performance. Since long-run PPP is

directly imposed on the system, a test of this hypothesis involves evaluating the compatibility of

the resulting dynamics of the system to those of economic models that predict that long-run PPP

will hold. These dynamics, moreover, should be consistent with those generated by Models (1)-(3).

Finally, this model informs theory on the dynamics that should be generated by any theoretical

structure that has long-run PPP as an equilibrium condition.

1.4 Results

All estimation is conducted for the sample period 1975:1-1991:12 (except for the Italian data which

were available only to 1989:12) for the G-7 countries Canada, France, Germany, Italy, Japan, the

United Kingdom and the United States. For data sources and definitions see Table 1.1. The

nominal exchange rate is defined as the (log of) the price of one U.S. dollar in units of domestic

currency. Relative prices are defined as the log of the relative consumer (wholesale) price index of

the domestic price index minus the log of the relevant price index in the U.S. Each series demeaned

prior to estimation. Two price indices were used in order to assess robustness of the results to the

use of alternative data series, where one of these (the consumer price index) is commonly attributed

with partial responsibility for rejections of long-run PPP in the data due to its including a relatively

large component of non-tradeable goods’ prices.

1.4.1 Reduced Form Estimation

For each country, two VECM’S and two VAR’s (each with four lags included of each endogenous

variable)22 are estimated where, in the second VAR relative consumer prices are replaced by rela

tive wholesale prices. The coefficients on the lagged error-correction term (lagged value of the real

exchange rate) in the VECMs are shown in Tables 1.2a and 1.2b. These indicate that the lagged

level (error-correction) variable appears to play the appropriate ‘correcting’ role for the nominal

exchange rate; a positive deviation from PPP (due either to a positive shock to nominal rates or

a negative relative price disturbance) causes a negative nominal exchange rate response in the fol

lowing period. Furthermore, relative prices rise in the period following a positive PPP disturbance.

There therefore appears to be a tendency for all currencies and relative prices to act to eliminate

22This lag length is selected primarily by standard information criteria, and appropriate for most data sets. Con
sistency of lag length across different country data sets was the deciding criterion in marginaL cases.
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short-run ‘disequilibria’. However, in few cases are the coefficients on the error-correction term

significant, suggesting weak support for the error-correcting specification.

1.4.2 Structural Model Estimation

The reduced form VECM’s and VAR’s are inverted and the structural moving average Models

(1)-(4) estimated using the identification procedures described above. 23

1.4.3 Long-Run Multiplier Estimates

Estimated long-run multiplier matrices for each country (and price index) are shown in Table 1.3.

(These are based on the response of each variable to alternative innovations after 204 months.)

This provides information directly on the validity of long-run PPP in this data for Models (1)-(3).

In many cases the estimates are significant, however, in some the estimates are highly imprecise

which is inevitable in direct estimation of long-run responses. Consequently, the impulse response

functions (elements of F(L)) are also reported in the following section for a one year horizon, and

these provide additional inference.

For Canada, the results for Model (1) indicate that while permanent relative price disturbances

have an approximately equal effect on nominal exchange rates and relative prices, there is a large

and significant permanent effect for nominal exchange rates of disturbances that only transitorily

move relative prices. The size and significance of this effect is independent of which price index is

used to identify relative price shocks. The results for Model (3) reflect those for Model (1). The

permanent relative price shock identified in Model (1) appears to be exactly that identified in Model

(3) as the disturbance with equal long-run nominal exchange rate and relative price effects. The

long-run multiplier estimates for Model (2) are consistent with the finding of permanent nominal

exchange rate effects of transitory price disturbances and comparatively small nominal rate long-

run effects of permanent relative price disturbances. The relative price infinite horizon response to

permanent exchange rate shocks is barely significant, while its response to transitory exchange rate

shocks is highly significant and is close in value to the relative price response to its own permanent

shock in Model (1). The permanent exchange rate component generated by Model (2) is apparently

not identifiable with the permanent relative price disturbance generated by Model (1).

In the German data, the equality of relative price and nominal exchange rate responses to

permanent price shocks in Model (1) is subject to more uncertainty but remains consistent with

23AJ1 identilication is computed by solving the implied nonlinear system of equations given by (16) and the relevant
linear restrictions on the elements of C(1)r(O) in the GAUSS NLSYS package using the default non-linear solution
algorithm and program settings.
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the Canadian results. The German VECM’s based on alternative price indices generate a similar

size for the ‘excess’ permanent nominal exchange rate component. Again, Model (3) reflects the

results of Model (1) and Model (2) implies a significant permanent relative price response only

following disturbances identified as being transitory for the nominal exchange rate. A remarkably

similar pattern of infinite horizon responses emerges in the Italian and UK data.

The French and Japanese cases warrant further comment. In these cases, the additional infer

ence afforded by the impulse response analysis is especially valuable in assessing the long-run effects

of alternative disturbances for the real exchange rate. For both countries, the nominal exchange

rate response to permanent relative price disturbances in Model (1) is imprecisely estimated and

insignificantly different from zero when consumer prices are used. For France, the relative price

response is also imprecisely estimated in this instance. However, a significant ‘excess’ permanent

nominal exchange rate component is observed when both consumer and wholesale price measures

of relative prices are used for both countries.

In general, these results show that there exist large permanent nominal exchange rate movements

which occur independently of permanent relative price movements and despite the approximately

equal effect of the latter for nominal rates predicted by models of long-run PPP. Consequently,

the results for Models (1) and (3) coincide for ten of the twelve cases studied , and the results of

Model (1) and Model (2) are significantly different. Given this indication of rejection of long-run

PPP, the remaining results reported focus on Model (1) and Model (4) in further evaluating the

hypothesis. 24

1.4.4 Impulse Response Functions

The impulse response functions provide information regarding the behaviour of nominal exchange

rates, relative prices and the real exchange rate for one year following a disturbance of one standard

deviation (unity) in an orthogonal innovation. The results for Model (1) are shown in Figures 1.4-1.9

for consumer price indices and in Figures 1.4(wp)-1.9(wp) for wholesale price indices. The Canadian

results indicate negligible differences in nominal exchange rate, relative price and real exchange

rate dynamics following permanent and transitory relative price disturbances when alternative

price indices are employed. In both cases, the long-run effects are complete for the levels of each

variable by the twelve month horizon. The permanent price disturbance raises relative prices and

the nominal exchange rate permanently by equal amounts and has no significant real exchange rate

impact at any lag since the nominal rate and price dynamics are insignificantly different from each

24Results for Models (2) and (3) are available from the author upon request.
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other. The transitory price disturbance accounts for no significant movement in relative prices at

any lag but engenders a large, significant nominal exchange rate response at all lags. This suggests

that relative prices follow a pure random walk (have an insignificant transitory component) and

that if long-run PPP fails in the Canadian data it is due to the response of the nominal exchange

rate to disturbances which have no effect for relative prices, or ‘fundamentals’ as they are measured

here. 25

The results for France are similar in the latter respect. Transitory relative price disturbances

have no significant effect for relative prices at any lag, but a large, positive and increasing effect for

the nominal exchange rate. This is true for both wholesale and consumer price indices. There are,

however, some differences in responses to the permanent price disturbance compared to the Cana

dian model, and conditional on the definition of prices used. Again, this disturbance permanently

raises both relative prices and the nominal exchange rate but there is a small, significant effect for

the real exchange rate. ‘When consumer prices are used, while the relative price and nominal rate

respsonses are indistinguishable at low lags they diverge at longer lags with the nominal exchange

rate impact exceeding that for relative prices. This generates a significant and positive effect for

the real exchange rate after six months although this effect is estimated with a large standard

error even at this horizon. ‘When wholesale prices are used, the real exchange rate is significantly

and negatively affected by the permanent price disturbance at all lags, although again this effect

is estimated somewhat imprecisely. In this case, the relative price response exceeds that of the

nominal rate at all lags. 26

The German data reflects the Canadian results. There are no significant differences in dynamics

that depend on which price index is used and in both cases there are insignificant real exchange rate

effects at all lags following a permanent relative price shock. Again, the real rate is permanently

raised at all horizons after a transitory price disturbance which has no significant effect for relative

prices but a large, significant positive impact for the nominal exchange rate. The Italian models

and the Japanese consumer price index case also reproduce these results in Figures 1.7, 1.7(wp),

and in Figure 1.8. The use of wholesale price indices in the Japanese case, however, generates a

significant and positive real exchange rate response following a permanent price disturbance. Yet,

disturbances to PPP due to the transitory price shock retain the properties exhibited in all previous

cases.

25The impulse response functions for Model (2) aiso suggest that relative prices contain no significant transitory
component; there are significant permanent relative price responses following both permanent and transitory exchange
rate disturbances.
26The results’ sensitivity to the use of alternative price indices may be attributable to the use of an imported

materials price index to proxy for wholesale prices in the absence of an alternative series being available.
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Finally, the results for the UK/US system are shown in Figures 1.9 and 1.9(wp). The dynamic

effects of the transitory relative price disturbance reflect all previous results. There are permanent

components in nominal and real exchange rates that are never reflected in relative prices. Similarly,

the permanent price shock generates no significant real exchange rate response at any lag, corrob

orating the earlier results concerning the long-run neutrality of the permanent price component for

most currency prices.

Model (4) produces impulse responses (those for relative prices and the real exchange rate

are shown in Figures 1.10-1.15 and in Figures 1.10(wp)-1.15(wp)) which show how the dynamics

generated from a representation which imposes long-run PPP differ from those in Model (1). The

impulses are plotted to a five year horizon at which not all disturbances, which are by assumption

transitory for the real exchange rate, have dissipated.

Clearly, there are significant differences in the estimated parameters of the impulse response

functions from Models (1) and (4) for all countries and both prices indices at most horizons fol

lowing transitory relative price disturbances. Imposing long-run PPP on a relative price perma

nent/transitory decomposition requires that both disturbances be neutral for the real exchange rate

at the infinite (204 month) horizon. From Model (1), we know that Model (4) is misspecified and

this reflects in the differences across the two Models. In particular, the long-run PPP model identi

fies ‘transitory’ relative price disturbances with effects for the real exchange rate that die out more

gradually than those that are identified as being permanent for relative prices.

This is due, in the case of the consumer price models, to a large and significant nominal exchange

rate response to the transitory shock which, while restricted to have no real effects at the infinite

horizon, is clearly highly persistent. The ‘excess’ permanent nominal exchange rate component

in Model (1) is forced to satisfy an infinite horizon zero restriction in Model (4) which generates

this result. This is true for all countries and both measures of prices. The permanent relative

price disturbance is neutral for the real exchange rate at all lags for the Canadian and UK models,

but has significant real effects to at least a one year horizon for the remaining cases. Model (4)

apparently induces these prolonged real effects of the permanent relative price disturbance by

forcing all permanent real effects to be zero in this decomposition of variance.

In the wholesale price models, permanent relative price shocks also have prolonged real effects

in the Canadian and German data, while the same protracted transitory price shock is observed as

in the consumer price models. Notably, there are significant negative relative price responses to this

disturbance while the implied nominal exchange rate response is positive. This pattern of responses

is difficult to reconcile with the implications of standard models of exchange rate dymtaniics.
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1.4.5 Forecast Error Variance Decompositions

The preceding results show that there exist large permanent nominal exchange rate disturbances

with no significant price effects that force most disturbances to long-run PPP. However, the relative

importance of these long-run PPP disturbances can only be ascertained by evaluating the percentage

of the total real exchange rate variance accounted for by them at any given forecast horizon.

Forecast error variance decompositions are therefore constructed for each country and price index

for Models (1) and (4) which show the percentage of the total forecast error variance accounted for

by each disturbance at various forecast horizons. The results for Model (1) are shown in Tables

l.4a and l.4b.

The results for Canada indicate that the permanent price disturbance accounts for a small and

insignificant fraction of the total variance in the real exchange rate although it can explain almost

all of the variance in relative prices. Further, almost all of the variance in nominal exchange rates is

accounted for by the transitory price shock, so that the percentage forecast error variance of both

real and nominal exchange rates explained by this disturbance are very similar. These observations

suggest that while relative prices are approximately a pure random walk with respect to some

permanent shock(s), real exchange rate variation is largely due to sources of ‘non-fundamental’

permanent nominal exchange rate movements not reflected in relative prices. Moreover, the fact

that long and short-run neutrality of permanent relative price disturbances holds in the data is

typically irrelevant for real exchange rate behaviour. Finally, given these results, one would expect

to observe the variation in real and nominal exchange rates to be very similar in the data and for

nominal exchange rates and relative prices to look more alike than real exchange rates and relative

prices.

These results are mirrored in the reports for the remaining five countries with few exceptions.

In the French consumer price index (Model (1)) case, long-run PPP violations attributable to the

permanent price disturbance which were observed in the impulse response functions account for

about one quarter of all violations. However, in the (perverse) wholesale price case this source of

long-run PPP deviations accounts for an insignificant percentage of real exchange rate variance.

Consequently, the ‘excess’ permanent nominal exchange rate variation retains dominance in gener

ating permanent real exchange rate movements in both cases. In the Italian wholesale price data,

nominal exchange rate variation is more strongly associated with the permanent price disturbance

than is typically the case, however this has no impact on the relative importance of transitory price

disturbances for purchasing power parity deviations in the long-run which is negligible.

While the results for Japan in which consumer prices are used reflect the Canadian case, the
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use of wholesale prices introduces a significant change. Here, permanent relative price shocks can

account for almost one half of all real exchange rate variation, and are especially important at

short horizons. Since the impulse responses indicate the existence of permanent real exchange rate

shocks due to this disturbance when wholesale prices are used, deviations from long-run PPP occur

with approximately equal frequency due to permanent and transitory price disturbances here.

Overall, the results from Model (1) therefore indicate that in ten of twelve cases there are

significant permanent disturbances to PPP that are almost entirely attributable to permanent

nominal exchange rate shocks which are never reflected in relative prices.

The forecast error variance decompositions from Model (4) which imposes long-rim PPP there

fore look very different to those for Model (1) in several cases. At the (relatively short) forecast

horizons considered, relative price variance is accounted for less by the disturbance identified to

be permanent than in Model (1), and real exchange rate variance is accounted for more by this

disturbance although in most cases the fraction of real exchange rate variance attributable to this

shock is insignificant over all but very short horizons. Notably, when wholesale prices are used in

the decompositions significant differences are observed over these (short) horizons in the Canadian

and German models. Here, most real exchange rate forecast variance is accounted for by the per

manent relative price disturbance. While this sensitivity of the results to alternative price indices

is surprising, it remains true that in ten of twelve cases an insignificant fraction of real exchange

rate variation is caused by permanent relative price shocks.

1.5 Conclusion

The results indicate that in ten of the twelve cases studied, there are deviations from PPP at

all horizons that are almost entirely attributable to disturbances that have permanent nominal

exchange rate effects but which are never reflected in relative prices. This is despite the fact that

permanent relative price disturbances are typically reflected one-for-one in nominal exchange rates

as predicted by models that deliver long-run PPP as an equilibrium condition. There is a large and

significant permanent component in real exchange rates.

In fact, permanent relative price disturbances account for a insignificant percentage of nominal

and real exchange rate variance at most forecast horizons but account for approximately 100%

of the variance of relative prices. This suggests that there are important sources of (permanent)

nominal and real exchange rate movements that are never captured in the ‘fundamentals’ proposed

by many theoretical representations as long-run determinants of exchange rates. Notably, imposing

long-run PPP on the data induces decompositions of variance that generate dynamics which are
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difficult to reconcile with the implications of standard models of exchange rate determination, and

transitory shocks with extraordinarily long-lived real exchange rate effects.

The estimated (unrestricted) decompositions are consistent with the empirical observation that

nominal and real exchange rates are approximately equally volatile and that neither variable appears

to be closely related to relative price movements. In fact, sources of fluctuations in relative prices

and exchange rates in ten of twelve cases are orthogonal. Furthermore, in these cases, whether

consumer or wholesale prices are used to construct a relative price variable is irrelevant for the main

results, suggesting that previous criticisms of the use of consumer prices for evaluating propositions

about PPP may be unfounded.

Clearly, further empirical analysis is needed to uncover the source of the ‘excess’ permanent

nominal and real exchange rate component identified here. Finer decompositions of exchange rate

variance would be required to achieve this, and this is left to future work.

35



Table 1.1: Data Sources

All series are monthly, deterministically seasonally adjusted, logarithmically trans
formed and demeaned prior to estimation.

• consumer price indices are averaged data from the Citibase database, available from 1974:1-

1991:12 for all countries.

• wholesale price indices are averaged data from the International Monetary Fund’s Interna

tional Financial Statistics database, available from 1974:1-1991:12 for all but the Italian series

for which the sample is 1974:1-1989:12.

1. for Canada this index is the aggregate industry selling price index

2. for France this index is the price of imported materials index

3. for Germany this index is the wholesale price index for industrials

4. for Italy this index is a general wholesale price index

5. for Japan this index is a general wholesale price index

6. for the UK this index is the industrial output price index

7. for the US this index is the price index of industrial output

• nominal exchange rates are averages of daily noon spot rates from the Citibase database,

available 1974:1-1991:12 for all series
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Table 1.2: Reduced Form VECM Results

Table 1.2a: Error Correction Terms (CPI’s)

Country Equation Estimated t-statistic
Coefficient

Canada et -0.011 -1.222
(p

— P)t 0.002 0.468
France -0.026 -1.909

(i — P)t 0.002 1.026
Germany et -0.016 -1.499

‘(i — P)t 0.002 1.146
Italy et -0.015 -1.413

‘(i — P)t 0.005 1.344
Japan et -0.015 -1.365

i(1 —

p*) 0.004 1.720
UK et -0.021 -1.767

.(p
—

p*)t 0.002 0.688

Table 1.2b: Error-Correction Terms (WPI’s)

Country Equation Estimated t-statistic
Coefficient

Canada et -0.000 -0.025
(p

— P)t 0.019 2.802
France zket -0.013 -1.018

(i —

p*) 0.002 0.175
Germany zet -0.013 -0.993

(p_p*) 0.002 2.467
Italy et -0.011 -0.843

(p — p*)t 0.005 0.821
Japan ket -0.021 -1.531

z(i —

p*) 0.000 0.015
UK zet -0.014 -1.141

(p — p*)t 0.006 1.834
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Table 1.3: Estimated Long-Run Multipliers

Table 1.3a: Model (1) Estimates (CPI’s)

Country Variable Permanent Transitory

_________

(pp*) Shock (p-p) Shock
Canada et 0.0067 0.0138

(0.0058) (0.0033)

( — 0.0066 0.0
(0.0019) 0.0

France iet 0.0466 0.0523
(38.495) (0.0188)

(p
— P)t 0.0094 0.0

(4.3218) 0.0
Germany et 0.0221 0.0459

(0.0468) (0.0133)

( —

*) 0.0114 0.0
(0.0129) 0.0

Italy et 0.0235 0.0461
(0.0268) (0.020)

(l — i)t 0.0201 0.0
(0.0073) 0.0

Japan et -0.0032 0.0565
(0.0329) (0.0197)

( —

*) 0.0090 0.0
(0.0011) 0.0

UK et 0.0190 0.0480
(0.0356) (0.0157)

( —

*) 0.0174 0.0
(0.0087) 0.0

Each element reports the response of the Variable to each alternative Shock at the
infinite horizon (204 months), which is also the cumulative impact on the level of each
Variable. Standard errors computed by Monte Carlo integration are in parentheses
and are based on 2500 random draws.
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Table 1.3: Estimated Long-Run Multipliers

Table 1.3b: Model (1) Estimates (WPI’s)

Country Variable Permanent Transitory

_________

(p-p) Shock (p-p) Shock
Canada et 0.0054 0.0131

(0.0049) (0.0034)

“(i — P)t 0.0056 0.0
(0.0011) 0.0

France et 0.0297 0.0383
(0.0192) (0.0124)

( — 0.0466 0.0
(0.0141) 0.0

Germany et 0.0165 0.0456
(0.0043) (0.0195)

( —

*) 0.0087 0.0
(0.0046) 0.0

Italy et 0.0374 0.0371
(0.0357) (0.0108)

t( —

*)
0.0246 0.0

(0.0129) 0.0
Japan iet 0.0458 0.0374

(0.0506) (0.0149)

( —

*) 0.0164 0.0
(0.0120) 0.0

UK .et 0.0149 0.0467
(3.9171) (0.0162)

i( —

p*) 0.0169 0.0
(0.7075) 0.0

Each element reports the response of the Variable to each alternative Shock at the
infinite horizon (204 months), which is also the cumulative impact on the level of each
Variable. Standard errors computed by Monte Carlo integration are in parentheses
and are based on 2500 random draws.
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Table 1.3: Estimated Long-Run Multipliers

Table 1.3c: Model (2) Estimates (CPI’s)

Country Variable Permanent Transitory
e Shock e Shock

Canada Iet 0.0157 0.0
(0.0052) 0.0

(i — P)t 0.0029 0.0061
(0.0029) (0.0013)

France 0.0700 0.0
(814.79) 0.0

( — 0.0063 0.0070
(58.761) (0.0025)

Germany et 0.0510 0.0
(0.0371) 0.0

( —

*) 0.0049 0.0103
(0.0082) (0.0027)

Italy et 0.0516 0.0
(0.0101) 0.0

(p
— P)t 0.0091 0.0178

(0.0101) (0.0046)
Japan iet 0.0564 0.0

(0.0331) 0.0

( —

*) -0.0005 0.0090
(0.0046) (0.0021)

UK et 0.0518 0.0
(0.0383) 0.0

i( —

p*) 0.0064 0.0160
(0.0140) (0.0043)

Each element reports the response of the Variable to each alternative Shock at the
iiiflnite horizon (204 months), which is also the cumulative impact on the level of each
Variable. Standard errors computed by Monte Carlo integration are in parentheses
and are based on 2500 random draws.
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Table 1.3: Estimated Long-Run Multipliers

Table 1.3d: Model (2) Estimates (WPI’s)

Country Variable Permanent Transitory
e Shock e Shock

Canada et 0.0141 0.0
(0.0043) 0.0

‘(i — P)t 0.0022 0.0052
(0.0017) (0.0008)

France et 0.0485 0.0
(0.0172) 0.0

( — 0.0286 0.0369
(0.0170) (0.0106)

Germany zet 0.0514 0.0
(0.0319) 0.0

(p
— P)t 0.0028 0.0083

(0.0039) (0.0014)
Italy et 0.0526 0.0

(0.0356) 0.0
(p

— P)t 0.0175 0.0173
(0.0167) (0.0039)

Japan et 0.0591 0.0
(0.1146) 0.0

( —

*) 0.0127 0.0104
(0.0311) (0.0070)

UK et 0.0489 0.0
(0.3420) 0.0

( —

*) 0.0051 0.0161
(0.0594) (0.0035)

Each element reports the response of the Variable to each alternative Shock at the
iiiflnite horizon (204 months), which is also the cumulative impact on the level of each
Variable. Standard errors computed by Monte Carlo integration are in parentheses
and are based on 2500 random draws.
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Table 1.3: Estimated Long-Run Multipliers

Table 1.3e: Model (3) Estimates (CPI’s)

Country Variable Common Second
Shock Shock

Canada et 0.0066 0.0139
(0.0017) (0.0052)

( — 0.0066 0.0001
(0.0017) (0.0026)

France zet 0.0077 0.0697
(0.0024) (4.7714)

‘(i3 — 0.0077 0.0055
(0.0024) (0.6291)

Germany et 0.0111 0.0498
(0.0038) (0.0437)

( —

*) 0.0111 0.0026
(0.0038) (0.0125)

Italy et 0.0199 0.0475
(0.0055) (0.0561)

i( —

p*) 0.0199 0.0015
(0.0055) (0.0242)

Japan et 0.0088 0.0557
(0.0021) (0.0266)

(p
— P)t 0.0088 -0.0019

(0.0021) (0.0041)
UK et 0.0174 0.0488

(0.0051) (0.0262)
i( — p*)t 0.0174 0.0006

(0.0051) (0.0090)

Each element reports the response of the Variable to each alternative Shock at the
iaflnite horizon (204 months), which is also the cumulative impact on the level of each
Variable. Standard errors computed by Monte Carlo integration are in parentheses
and are based on 2500 random draws.
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Table 1.3: Estimated Long-Run Multipliers

Table 1.3f: Model (3) Estimates (WPI’s)

Country Variable Commrnon Second
Shock Shock

Canada et 0.0057 0.0139
(0.0009) (0.0052)

( —

*) 0.0057 -0.0001
(0.0009) (0.0017)

France et 0.0427 0.0130
(0.0432) (0.0043)

( — 0.0427 -0.0189
(0.0432) (0.0279)

Germany zet 0.0087 0.0506
(0.0016) (0.1112)

(p
— P)t 0.0087 0.0014

(0.0016) (0.0082)
Italy zet 0.0232 0.0472

(0.0082) (0.1989)

( *) 0.0232 0.0080
(0.0082) (0.0847)

Japan et 0.0129 0.0577
(0.0134) (0.0738)

( —

*) 0.0129 0.0101
(0.0134) (0.0149)

UK et 0.0168 0.0459
(0.0042) (0.0234)

(p
— P)t 0.0168 -0.0007

(0.0042) (0.0072)

Each element reports the response of the Variable to each alternative Shock at the
imfinite horizon (204 months), which is also the cumulative impact on the level of each
Variable. Standard errors computed by Monte Carlo integration are in parentheses
and are based on 2500 random draws.
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Table 1.4: Forecast Error Variance Decompositions

Table 1.4a: Model (1) Estimates (CPI’s)

Percentage Forecast Error Due To Permanent Relative Price Shock

Country Variable 1 month 6 months 12 months 24 months
Canada et 4.24 8.36 12.66 16.00

(9.42) (11.87) (14.30) (16.37)

( — 93.81 97.20 98.83 99.52
(10.14) (4.85) (2.12) (0.82)

(e
—

p + P)t 2.19 1.04 0.52 0.24
(8.18) (7.47) (7.98) (9.12)

France et 4.84 14.00 25.55 35.51
(13.38) (17.39) (20.88) (23.50)

( —

*)
93.13 94.88 97.64 99.10

(14.37) (9.80) (5.32) (1.70)
(e

—
p + P)t 0.71 5.58 14.70 24.21

(10.34) (13.64) (18.18) (22.31)
Germany et 5.93 7.64 11.49 14.99

(12.17) (13.17) (15.94) (18.77)
( —

*)
96.83 98.49 99.38 99.77

(10.17) (5.31) (2.53) (0.90)
(e

—
p + P)t 0.22 1.27 2.42 3.65

(7.95) (9.15) (11.51) (14.41)
Italy et 1.59 13.43 16.53 18.68

(10.98) (16.54) (18.00) (19.47)

( —

*)
99.08 99.90 99.96 99.98
(9.90) (5.16) (2.69) (1.1)

(e
—

p + p*)t 3.69 0.53 0.45 0.49
(11.97) (9.77) (11.04) (12.65)

Japan et 0.02 0.36 0.36 0.34
(10.56) (11.50) (12.25) (13.09)

( —

*) 99.40 99.56 99.80 99.91
(10.70) (6.58) (3.70) (1.62)

(e
—

p + P)t 6.25 5.11 4.83 4.63
(15.03) (14.62) (14.95) (15.46)

UK et 2.88 5.15 8.07 10.75
(11.31) (12.85) (14.98) (17.18)

( —

*)
95.06 97.70 99.04 99.62

j (12.21) (6.85) (3.35) (1.26)

(e —
p + P)t 1.33 0.35 0.15 0.11

(10.32) (10.35) (10.63) (12.16)
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Table 1.4: Forecast Error Variance Decompositions

Table 1.4b: Model (1) Estimates (WPI’s)

Percentage Forecast Error Due To Permanent Relative Price Shock

Country Variable 1 month 6 months 12 months 24 months
Canada et 16.17 13.84 14.32 14.52

(15.43) (14.47) (15.15) (15.57)
(p

— P)t 95.54 99.19 99.60 99.80
(9.92) (3.55) (1.73) (0.29)

(e
—

p + p)t 0.57 1.22 0.58 0.29
(7.87) (8.41) (8.40) (8.74)

France et 43.11 48.50 44.74 41.02
(22.98) (21.25) (20.41) (20.51)

(r — P)t 99.17 99.77 99.89 99.95
(10.01) (5.68) (3.16) (1.41)

(e
—

p + p)t 26.22 18.25 17.14 16.68
(20.80) (18.36) (18.41) (18.88)

Germany et 11.98 8.15 9.26 9.83
(16.73) (14.93) (16.11) (16.94)

( —

*) 97.61 99.39 99.72 99.87
(11.34) (6.18) (3.53) (1.84)

(e
—

p + p’)t 1.59 0.85 1.57 2.05
(10.85) (10.59) (12.00) (13.23)

Italy et 43.59 44.58 47.19 48.97
(21.75) (20.61) (20.80) (21.45)

( —

*) 90.49 97.33 98.95 99.58
(14.28) (6.54) (3.01) (1.13)

(e
—

p + p*)t 7.95 7.92 8.97 9.83
(13.79) (14.44) (16.05) (17.79)

Japan et 77.36 63.93 61.75 60.75
(17.44) (18.05) (18.29) (18.78)

( —

*) 81.09 94.71 97.80 99.06
(16.94) (7.70) (3.57) (1.40)

(e
—

p + p*)t 51.61 37.25 37.11 37.70
(20.35) (19.64) (20.48) (21.40)

UK et 2.14 1.86 4.64 7.12
(11.71) (11.76) (14.00) (16.22)

( *) 99.66 99.74 99.87 99.94
(9.86) (5.62) (2.87) (1.24)

(e
—

p + p*)t 1.03 3.56 2.04 1.04
(0.83) (12.88) (12.29) (12.66)
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Table 1.4: Forecast Error Variance Decompositions

Table 1.4c: Model (4) Estimates (CPI’s)

Percentage Forecast Error Due To Permanent Relative Price Shock

Country Variable 1 month 6 months 12 months 24 months
Canada (p — p*)t 82.12 88.59 91.38 93.39

(32.96) (31.19) (30.04) (27.91)
(e

—
p + p*)t 0.22 1.13 1.75 2.25

(29.68) (29.70) (29.91) (30.25)
France (p — p*)t 80.07 87.15 92.90 96.46

(26.17) (23.10) (19.54) (15.04)
(e

—

p + P)t 7.95 18.84 32.72 43.75
(22.08) (24.50) (26.27) (27.33)

Germany (p
— p’)t 53.71 65.06 68.54 76.12

(30.92) (29.11) (28.05) (24.26)
(e

—
p + p*)t 33.62 38.10 43.24 46.94

(29.42) (29.36) (29.92) (30.42)
Italy (p

— P)t 59.01 75.74 83.27 89.23
(33.08) (30.33) (28.01) (24.28)

(e
—

p + p)t 15.14 34.20 36.22 37.14
(29.23) (31.73) (31.98) (32.15)

Japan (r — P)t 38.83 48.21 56.83 69.67
(31.43) (31.11) (29.81) (25.60)

(e
—

p + p*)t 43.71 46.24 46.35 46.38
(30.95) (30.55) (30.44) (30.48)

UK (p — p*)t 76.63 85.31 88.91 92.84
(30.52) (28.13) (26.01) (21.58)

(e
—

p + p*)t 2.58 5.05 6.89 8.38
(25.11) (26.16) (26.86) (27.56)
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Table 1.4: Forecast Error Variance Decompositions

Table 1.4d: Model (4) Estimates (WPI’s)

Percentage Forecast Error Due To Permanent Relative Price Shock

Country Variable 1 month 6 months 12 months 24 months
Canada (p — p*)t 2.84 24.89 37.42 55.32

(16.12) (22.94) (23.55) (20.99)
(e

—
p + p*)t 80.75 79.89 82.21 83.38

(23.12) (22.33) (21.87) (21.76)
France (p — p*)t 96.95 93.46 91.56 92.07

(28.31) (28.49) (28.28) (26.28)
(e

—
p + P)t 6.76 2.86 2.67 2.69

(29.29) (28.27) (28.43) (28.66)
Germany (p

— P)t 22.81 46.21 59.79 75.39
(24.87) (25.89) (23.91) (18.49)

(e
—

p + p*)t 75.19 70.41 74.30 76.05
(25.05) (24.65) (23.87) (23.67)

Italy (p — p*)t 66.87 84.17 89.97 93.59
(33.61) (30.15) (28.01) (24.63)

(e
—

p + P)t 30.59 31.63 33.87 35.53
(33.54) (33.47) (33.56) (33.74)

Japan (p
— P)t 99.69 97.24 96.18 96.63

(26.19) (25.74) (25.91) (22.64)
(e

—

p + p*)t 15.95 7.61 8.59 9.45
(30.41) (28.13) (28.60) (29.03)

UK (p — p*)t 43.39 65.86 79.26 88.21
(31.29) (29.31) (25.28) (20.53)

(e
—

p + P)t 40.77 32.80 37.89 42.12
(30.77) (29.01) (29.21) (29.64)

Each element reports the percentage of the Variable’s total forecast error variance
attributable to the permanent relative price disturbance in Model (1). Standard errors
computed by Monte Carlo integration are in parentheses and are based on 2500 random
draws.
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2 CHAPTER 2: A Small Open Economy In Depression:
Lessons From Canada In The 1930’s

2.1 Introduction

The conventional view of the global Depression of the 1930’s is that a recession originating in the

United States during 1929, and initiated by Federal Reserve stringency, was exacerbated domesti

cally by financial crises following the Stock Market Crash and transmitted internationally through

some combination of goods and financial market forces. This view is challenged by coincidence

in the timing of output collapse across countries early in 1929, yet it has never been subjected to

systematic empirical evaluation and remains the preeminent interpretation of events.

Canada is perhaps the quintessential small open economy, and provides a fertile testing ground

for the hypothesis that idiosyncratic U.S. disturbances and their international propagation can ac

count for the global Depression. I test this hypothesis by estimating a small open economy model

for Canada in which the U.S. represents the rest of the world. This jointly identifies macroeconomic

fluctuations in Canada and the U.S. with realizations from a set of country-specific and interna

tional disturbances. My results suggest that the onset, depth and persistence of output collapse in

both countries are attributable to permanent output disturbances which are common to the two

economies. I find no significant role in the output collapse for monetary, asset market or demand

disturbances originating in either the Canadian or U.S. economy.

The experience of the Canadian economy during the interwar period and the remarkable par

allels between economic performance in Canada and the U.S. can be seen in Figures 2.la-2.lf.’

In each country, real production declined by 30% between 1929 and 1933 and subsequently rose

to its 1929 level by 1937. From 1929-1933, private investment fell by 74% and 78% in the U.S.

and Canada respectively.2 The time paths of nominal variables, Ml money stocks and velocities

and (wholesale) prices, also exhibit remarkable symmetry. These similarities suggest that the two

economies were influenced by similar disturbances that they propagated in similar ways, yet the

economic history of each country has emphasized idiosyncratic factors.

The proximate source of the 1929 recession in the U.S. which precipitated the subsequent output

collapse is widely held to be the tight money stance that the Fed undertook in 1928 to prevent gold

outflows following the Poincare deflation and to stem speculation in financial markets (Hamilton

(1987) and Temin (1993)). Field (1984) and Hamilton (1987) argue that the contractionary effects

of this policy were exacerbated by rising demand for transactions balances to finance the excep

1For data sources and definitions see Table 2.1.
2See Urquhart and Buckley (1965) and the U.S. Department of Commerce (1975).
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tional volume of asset trades, while Temin (1976) and Romer (1990) propose that an important

contributing factor was the collapse of domestic consumption. Ternin asserts that an ‘inexplicable’

decline in autonomous expenditure during 1929 is the source of this collapse in contrast to Romer’s

(1990) emphasis on the decline induced by future income uncertainty following the Stock Market

Crash in October. Friedman and Schwarz (1963) attribute the persistence of the U.S. Depression

to monetary collapse following the Fed’s misguided base contraction policy of 1930 and aggravated

by the effects of banking crises throughout the early 1930’s. Their emphasis on the demand effects

of the attendant rise in real interest rates is disputed by Bernanke (1983) who argues that only

the investment and aggregate supply effects engendered by the banking crises can explain the per

sistence of output collapse. Bernanke asserts that the loss of bank intermediated credit raised the

cost of credit intermediation and so investment and Cecchetti and Karras (1992), using a similar

econometric methodology to that applied in this paper, present some empirical support for this

hypothesis.

The onset and persistence of the global Depression is frequently attributed to international

transmission of real and nominal U.S. disturbances through strict nominal parity relations under

the gold exchange standard, at least until 1931. Temin (1991), Eichengreen (1992), Romer (1993)

and Temin (1993) all support this view of the transmission mechanism. Bernanke and James (1991)

and Calomiris (1993) argue that imported monetary contractions from the U.S., especially, explain

the duration as well as the onset of the worldwide output collapse. Debtor defaults associated with

unanticipated ‘debt-deflation’, and the supply-side effects of attendant bankruptcies and banking

crises can account for international persistence of a transmitted monetary contraction. Others have

emphasized the role of declining export markets and capital flows in highly integrated goods and

capital markets under the fixed exchange rate as the important source of transmission of the U.S.

output collapse (Kindleberger (1984)). Yet typically, the economic history of Canada and Europe

stresses significant country-specific factors with potential to generate recession in the late 1920’s

quite independently of the U.S. collapse.

Safarian’s (1959) informal Keynesian analysis remains the leading interpretation of events in

Canada. Safarian emphasizes not only Canada’s dependence on primary commodity exports and

peculiar vulnerability to the collapse of world trade, but also declining investment opportunities

in the domestic economy. These reflected overexpansion during the 1920’s in the new resource

intensive industries, such as pulp and paper, exacerbated by the completion of Western settlement.

He notes that while Canadian exports had recovered their 1929 level by 1937, investment remained

at half its 1929 peak at that date. Similarly, Green and Sparks (1988) present empirical evidence to
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suggest that, while both the onset and severity of the Depression in Canada are explicable by the

decline in exports, the initial domestic downturn is attributable to a reduction in the autonomous

export component. This is independent of changes in U.S. income and the terms of trade, implying

that the export collapse did not simply reflect transmission of disturbances from the U.S.

Haubrich (1990) examines the role of financial market disruptions in exacerbating the Canadian

Depression. The absence of bank failures in Canada, despite substantial financial market disruption

and in contrast to the U.S. experience, allows Haubrich to isolate their contribution to the output

collapse. He finds that neither debt level nor commercial failure measures can explain the decline

in Canadian output implying that bank failures per se were the financial market source of output

fluctuations in the U.S. Haubrich also finds little explanatory power for U.S. monetary aggregates

or reduced export volume in accounting for Canadian output fluctuations.

My objective in this paper is to evaluate systematically these competing views about the open

economy experience of the Great Depression using data from the interwar Canadian macroeconomy.

In particular, I test whether the transmission of idiosyncratic U.S. disturbances can explain the

output collapse in Canada, whether shocks of domestic origin were more important, or whether

the Depression in Canada and the U.S. originated from a common source. Using monthly data on

output, prices and money stocks for the interwar sample 1925-1940, I estimate a small open economy

model for Canada in which data from the U.S. represent the rest of the world. Specifically, I identify

a structural moving average representation which is consistent with the long-run equilibrium and

dynamic properties of such a model. The representation decomposes output fluctuations in Canada

into sources due to five fundamental disturbances.

First, I identify a permanent real output shock which is common to the two economies. This

drives the stochastic trend in both output series, permanently affects all of the variables in the

empirical model and is interpretable as a supply shock - the result of disturbances to the level

of resources and to technology. Second, a permanent nominal shock to the U.S. money stock is

identified which I interpret as originating in U.S. monetary policy and which is inherited by the

Canadian money stock under the fixed exchange rate regime. This permanent shock to money

stocks is also reflected in the permanent component of prices for both economies but has no long

run output effects. Third, I find a permanent common asset market (velocity) disturbance which

generates additional permanent shocks to prices in both Canada and the U.S. but is not reflected in

output or monetary fluctuations. The fourth disturbance is a purely transitory U.S. shock, which

I associate with real demand disturbances, and the fifth an idiosyncratic Canadian shock, which

may incorporate purely transitory real and monetary shocks originating in the domestic economy.

77



The empirical results are stark, although their interpretation is less so. From 1929-1936 the

twelve month ahead forecast error in Canadian output is almost entirely due to the common per

manent output shock. Similarly, the level of Canadian output at each point in time is almost

exclusively attributable to the cumulative effects over time of this disturbance. Equally striking is

the remarkable symmetry of the decompositions for Canadian and U.S. output fluctuations. While

the velocity and money supply shocks explain a significant component of the price deflation and

monetary contraction for both economies1 and the transitory ‘demand’ shocks can explain some

output fluctuations in Canada in the pre and post Depression sample, the onset, depth and dura

tion of the Depression in both economies is accounted for by the effects of the common permanent

output disturbance. The global Depression is interpretable as an international ‘collapse in trend’

event.

This result has implications for analyses of the Depression in both Canada and the U.S. It

presents a challenge to theories that emphasize the role of the 1928 U.S. monetary contraction in the

onset of the U.S. Depression and its transmission to other economies through the Gold Standard.

I find that although there were significant negative money supply shocks in early 1928 they do

not explain the fall in U.S. or Canadian output in 1929. This does not prohibit an important

role for monetary contraction in sustaining the output collapse however. While the identified

money supply shocks are insignificant for output fluctuations in both economies throughout the

Depression, the money stock responds endogenously and significantly to the permanent output

shocks. Consequently, I cannot rule out a role for the induced monetary contraction in aggravating

the (international) output collapse. Additionally, the large supply shocks after 1930 which I identify

must reflect any unanticipated permanent effects for output due to the financial crises, implying a

potentially important role for credit in the supply collapse.

That the onset of the Depression is attributable to permanent ‘supply’ shocks is consistent with

considerable historical evidence of secular change in both the Canadian and U.S. economies. For

example, Wright (1990) argues that from 1879 to 1928 U.S. industrial success was founded on ex

traction of abundant supplies of industrial minerals. By 1940, this was no longer the case implying

a dramatic change in the structure of American industry. Bernstein (1987) argues that the U.S.

Depression reflected long-term secular change caused by rising income levels during the 1920’s.

He shows that patterns of consumer demand and, consequently, labour demand and investment

shifted as rising income levels promoted industry more heavily oriented to consumer than producer

goods. Both arguments suggest a role for secular change in generating output fluctuations in the

1930’s. My results are also consistent with Fisher’s (1933) argument that the decline in actual and
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expected productivity in the late 1920’s induced a drop in investment demand, sufficient pessimism

to engender the Stock Market Crash, and effects for the capital stock which took several years to

correct. Safarian’s explanation of the Canadian Depression experience, as the outcome of overin

vestment in the growth sectors of the economy during the early 1920’s, provides a complementary

account of a secular output collapse in Canada.

These structural factors are potentially continent-wide, if not global, and can rationalize the

commonality of the identified negative supply disturbances which may either have been synchronous

across economies or have rapidly diffused across geographic boundaries.

The remainder of the paper is organized as follows. Section 2.2 presents a small open economy

model which is consistent with theoretical frameworks employed in previous analyses of the Great

Depression in Canada and Section 2.3 develops an empirical representation of this model. Section

2.4 evaluates the consistency of the interwar data with the long-run properties of my open economy

model and Section 2.5 shows how these long-run, and also some dynamic, implications of the

theoretical model are imposed to identify the empirical representation. Section 2.6 presents the

estimation results and Section 2.7 concludes with some interpretations.

2.2 A Small Open Economy Model

2.2.1 Overview

Canada is modeled as a small open economy on a fixed exchange rate with the rest of the world in

which goods and capital markets are internationally integrated and capital is mobile. Consequently,

although the Canadian economy is too small to impinge on economic conditions in the rest of the

world, both domestically originating disturbances and shocks in the rest of the world can effect

domestic fluctuations. These fluctuations cannot be offset by Canada’s monetary authorities with

autonomous policy actions since the domestic money supply is pinned down by the fixed exchange

rate commitment.

This representation is a reasonable approximation to Canada’s interwar international economic

status. While the interwar gold exchange standard, which effectively fixed bilateral currency ex

change values by specifying gold par values for each individually, broke down following Britain’s

abandonment of the regime in 1931, the arguments posed by Bordo and Redish (1990) and casual

observation suggest that Canada pursued a fixed exchange rate policy against the U.S. dollar for

most of the sample period studied here. Equally, although Canada’s capital markets were underde

veloped relative to those in many Western nations during the interwar era they were well integrated

with equivalent U.S. and British markets. Inspection of interwar time-series for nominal interest
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rates of similar maturity and risk characteristics in Canada and the U.S. also suggests that the

capital market integration assumption is tenable.3

Specifically, I present a stochastic small open economy model in the Mundell-Fleming tradition.

The domestic open economy is represented by an IS-LM construct augmented with an output sup

ply function that permits permanent output growth due to stochastic changes in the quantity of

resources, the supply of labour and capital, and technology. Domestic output is exogenously deter

mined in the long-run by this aggregate supply component; the ‘stochastic output trend’. However,

the model admits short-run deviations from trend following unpredictable domestic and external

disturbances to aggregate expenditure with nominal rigidities represented by an expectations aug

mented Phillips’ Curve.4

This Mundell-Flerning framework accomodates short-run domestic output fluctuations in re

sponse to both real and nominal foreign disturbances and to local shocks. This contrasts with

classical small open economy representations in which foreign shocks are absorbed by domestic

money and price level fluctuations, with output fixed at its supply determined level. The frame

work is consistent with previous analyses of the interwar years in Canada which discuss how ‘world’

and, especially, U.S. real and nominal shocks caused Canadian output fluctuations.5 Since the

Mundell-Fleming analytic framework yields testable implications for the transmission of foreign

disturbances, dynamics and equilibrium for a small open economy, I can evaluate directly its valid

ity in the interwar data by estimating an empirical system that is identifiable with models of this

class.

2.2.2 The Model

Assume that ‘Canada’ is a small, open, monetary economy in a multiple currency world and

accounts for a negligible fraction of total world output, trade, capital and money. The international

3Whlle the magnitude and nature of domestic fluctuations induced by external disturbances is conditional on the
degree of capital market integration, for the purposes of exposition I present a model reflecting the most extreme
case.
4The model therefore accomodates the well-documented fact that output can be represented as a stochastic non-

stationary (unit root or integrated) process. This property implies, as described in Quah (1992), that some of the
multiple fundamental stochastic determinants of, or economic disturbances to, output have effects which never die
out. I follow standard macroeconometric interpretation of the permanent component of output as being ‘long-run
aggregate supply’ with residual, purely transitory variation taken to be the result of ‘demand’ shocks. The origin
of this idea and its defence can be found in Blanchard and Quah (1989). Subsequent empirical applications include
Cecchetti and Karras (1992), Gall (1992) and Ahmed et al (1993).
5Safarian’s informal (1959) Mundell-Flerning open economy analysis and Green and Sparks’s (1988,1992) IS-LM

BP framework are leading examples in the Canadian literature, while many of the models used by Temin (1989) and
Eichengreen (1990) in discussing international aspects of the Depression more generally involve similar structures.
McCallum (1989) presents a thorough analysis of the properties of traditional classical and Mundell-Fleming models
and of static small open economy equivalents.
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monetary regime is exogenous and fixes the exchange rate of the domestic currency against the

(average) currency in the rest of the world. A simple linearized representation for such an economy

is

lit = 8t—ai(pt—p—e)—a2(Rt—Eipt+l)+ri’ (1)

Pt = E_1p + b1(y
— St) (2)

St = Ot— + (3)

(mt
— Pt) = clyt — c2Rt +,1,rnd (4)

(5)

where all variables are expressed in log-levels and as deviations from mean, except nominal interest

rates which are specified as deviations from mean in levels. All coefficients and elasticities in the

model are measured as absolute values. The i ‘s represent the fundamental disturbances of the

model which generate stochastic fluctuations in the macroeconomy. Each element of the ,t vector

is a white noise stochastic process, (it has zero mean, is serially uncorrelated and has constant finite

variance), which is orthogonal to the other disturbances in the model contemporaneously and at

all leads and lags.

(1) is an expenditure function. Expenditure on Canadian output in the public and private

sectors comprises consumption, investment and net exports which depend negatively on the terms of

trade with the rest of the world and the expected real interest rate and positively on an autonomous

aggregate demand disturbance. This disturbance can represent fiscal policy and preference shocks,

for example. Expenditure also depends on the term St which, in equation (2), represents the long

run level of output to which the economy returns in the absence of disturbances (price surprises). I

view this as fundamentally supply determined by the quantity of resources in the economy and by

technology. The generating process for 6, is given in equation (3), where is the underlying white

noise supply shock. This unit root specification implies that any supply shock has a permanent effect

on the level of output and admits the standard macroeconometric interpretation of the permanent

stochastic component of output.6 Long-run equilibrium is characterized by equalization of aggregate

expenditure to long-run aggregate supply so that output is determined only by the cumulative effects

of past supply shock realizations or its ‘permanent’ component. Supply shocks directly impact

expenditure through the effect of technology shocks on investment demand and, in aggregate data,

any change in the level of demand due to permanent labour supply shifts.

6To ifiustrate, if t = zt_i + Ut, where u can be any stationary invertible autoregressive moving average process,
then x can be rewritten as Zti = ao u_; every realization of the stochastic error driving u has a permanent,
equal effect on the level of x.
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Equation (4) represents money market equilibrium. The demand for real balances is determined

by domestic income, the nominal interest rate and a fundamental money demand disturbance.

Finally, equation (5) presents the condition for capital market integration under the assumption

that the nominal exchange rate between Canada and the ‘rest of the world’ is fixed and where

Canada is small. Specifically, instantaneous uncovered interest rate parity holds.

No independent policy rule or generating process is specified for the money stock which is deter

mined endogenously for a small open economy on a fixed exchange rate with perfect capital mobility.

Output and prices are determined in goods markets (equations (1) and (2)), taking as given ex

ternal prices and interest rates. Given output and prices, domestic asset demand disturbances and

the world interest rate, the domestic money supply must respond with complete elasticity to equi

librate asset markets following both external and domestic disturbances. The small open economy

system is ‘recursive’ even in the short-run. In particular, any nominal or real external disturbance

that affects prices or interest rates in the rest of the world can invoke transitory fluctuations in the

domestic price level and output and, therefore, in the money supply.

To close the system requires a specification for the ‘rest of the world’. I assume that the

coefficients and elasticities in the Canadian model economy are approximately equal to those in the

rest of the world. I also assume that the underlying fundamental stochastic processes satisfy the

same properties worldwide.

= — a2(R’ — Ei.p1)+ if (6)

Pt = E_1p+ b1(y — (7)

= 8L + if (8)

(m—j4) (9)

m’ = rn+70 (10)

= ñ_i+m8* (11)

The interpretations of equations (6)-(9) are the same as for the Canadian economy, although there is

by definition no role for ‘external’ determinants, and equations (10) and (11) specify the exogenous

stochastic process for the money stock in the rest of the world.

Equation (10) states that the money stock grows endogenously with permanent output growth

and also has an exogenous permanent component which evolves according to equation (11). Under a

commodity exchange standard which does not impose 100% reserve backing, the world money stock

is roughly proportional to total reserves and monetary policy institutions have some autonomy in

determining the level of domestic reserves. I therefore allow for a non-zero monetary policy shock
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in the rest of the world to reflect the aggregate effects of this leverage, which permanently

affects the level of the world money stock. This rationalizes a permanent nominal component in

the world economy. However, total world reserves of gold and foreign exchange also are driven

exogenously by variables such as world income and the level of world trade.7 I assume, therefore,

that the money stock in the rest of the world is determined also by permanent output growth, 8.

The general, short-run solution for the rest of the world’s economy has y,p and RZ as linear

functions of past and current realizations of the four fundamental disturbances if* * rnd* and

while the money stock, m, is determined only by the permanent money supply and output

shocks. Specifically,

* — * (0* — * 8* ma*\
(iq

— vt_i,mt_i,71t ,,lt ,

— — 8 ms d4 md4Pt — ,‘lt ‘11t ,‘7t

* — \*(0, 8* m8* ct md*
(i’Yt — yivt_i,•77t 1t ‘1t ,‘lt I Li-Z.C

— ( s ma d* md*
.LL.t — “R’Ylt ,71t 1t ,77t

where the )* ‘s are vectors of coefficients in the underlying structural parameters. These solutions

imply that Canadian output, prices, and money are determined in the short run by the four

external disturbances through the terms of trade and world interest rate in addition to all domestic

disturbances. By assumption there is no feedback from Canada to the rest of the world. The

solutions are,

nit
= Am(O_i,fij_j,T* ,73* 77d* ,nd*

(13a)
* —* * * d* d* dPt = ,(8t_1,mt_1,,m8 (13b)

— 10 8* m8* d* md* 8 d hoYt — AyiVt_1,l7t ,‘lt ,% ,11t ‘‘lt’’lt) I.L.)C

o — * 1 8* m8* d* md*
— “Ri.’1t 11t ‘7t ,17t

The current value of each variable in the model except the common nominal interest rate depends

on both a permanent, stochastic trend component driven by the non-stationary processes 8 and ñi

and a second, transitory component due to current realizations of each white noise disturbance.

The long-run equilibrium of the model is defined by the absence of new disturbances or price

surprises, so that output lies at its exogenous supply-driven level in both the rest of the world and

the domestic economy, and transitory dynamics of external and domestic origin disappear. Only

permanent components matter. This implies that nominal and real interest rates, and expected and

actual inflation rates, are constant at their zero-mean levels in the rest of the world and domestic

7McClosky and Zecher (1976) and Eichengreen (1990) Chapter 10 argue this point.
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economy. Long-run outputs are given (from (1),(2),(6) and (7)) by

(14)

y = 0 (15)

where the long-run levels of 8 and 9* are represented by their conditional expected values. Long-run

money market equilibrium in the rest of the world, (9), and domestic goods market equilibrium for

the small open economy, (1) and (2), imply that long-run price levels are given by

= 1h + (y — cj)0’ (16)

p = p+e (17)

The long-run price level in the rest of the world, p, is determined by the exogenous permanent

components of aggregate output and the money stock and, from (1), a long-run purchasing power

parity (PPP) relation pins down Canadian prices at this level. Long-run PPP is (implicitly) ratio

nalized by international goods market integration in a single, composite commodity world. Despite

the presence of country-specific supply shocks, Canada is too small to affect the common currency

world price of the composite commodity. External determination of long-run prices for Canada

also determines the associated long-run domestic money stock. Since

m=(p*+e)+c10 (18)

and

m* = fi*
+ 78* (19)

then, from (16), (18) and (19),

m = m* + e + ci(8 —

9*)
(20)

m = ñi + e + (‘y — c1)0” + c10 (21)

In the long-run, Canadian monetary authorities accomodate both the exogenously given aggregate

supply at home and exogenously fixed world prices for that output by elastically supplying the

amount of currency required to ensure that all output is consumed and invested.

2.2.3 Testable Implications Of The Model

These solutions provide some testable implications for international transmission and macroeco

nomic dynamics. While for simplicity of exposition the model presented has very simple dynamics
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and is subject to the strong restriction of white noise fundamental shocks, in the empirical work

disturbances are represented by any invertible, stationary and causal autoregressive moving aver

age (ARMA) process in white noise. In this case, the elements of A’ and A associated with the

disturbances are lag polynomial, rather than coefficient, vectors.

Three implications for the small economy’s dynamics hold in either case, with generalizations

in parentheses. First, domestic money stock fluctuations reflect contemporaneous (and histori

cal) realizations of all disturbances in both the domestic and external economies and prevent the

transmission of contemporaneous domestic asset market shocks to output. Second, domestic price

fluctuations in Canada reflect contemporaneous (and historical) realizations of domestic goods

market disturbances and both nominal and real external disturbances which engender transitory

deviations from trend in output. Third, domestic output fluctuations reflect contemporaneous (and

historical) realizations of all disturbances in the rest of the world and all domestic shocks except

those originating in domestic asset markets.

Additionally, the model predicts that the impact and short-run responses of all variables in the

model will differ across the two economies due to international transmission even though long-run

responses may be identical. Since the domestic economy is subject to shocks of both domestic

and external origin in the short-run, the vectors of (lag polynomial) parameters A and A’ will in

general differ across the two economies. Moreover, the rest of the world’s economy is not affected

by Canadian disturbances and the money stock in the rest of the world is unaffected by any but

the autonomous nominal and real permanent external shocks.

The solutions also generate testable implications for long-run equilibrium. The theoretical

model rationalizes stochastic non-stationarity in the log level of output, prices and money both in

the domestic and world economies, so these implications take the form of conditions on common

stochastic trends or cointegrating relations between variables both within and across countries.8

When variables share common stochastic trends, common sources of non-stationarity cancel out

in the unique linear combination which represents a structural equilibrium relation. Consequently,

although money stocks, prices and outputs are individually non-stationary, and so can wander

widely with no mean reverting tendancy, their equilibrium linear combinations are stationary and

the variables trend together over time. The current representation in ARMA disturbances implies

that we should observe purely transitory stationary deviations from three, long-run equilibrium

conditions.

First, there is a long-run money market equilibrium condition in the external economy which

8See Engle and Granger (1987) for definition and discussion of cointegration in time-series.
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implies that prices in the rest of the world inherit the stochastic trends in output and the nominal

money stock (see (16)). Second, long-run purchasing power parity holds, that is, Canadian prices

share this stochastic trend of prices in the rest of the world (as in (17)). Third, there is a long-

run money market equilibrium condition for the domestic economy in which the nominal money

stock inherits the stochastic trends in money and output in the rest of the world and in domestic

output ((20) and (21)). While the first two equilibrium conditions are shared by many closed and

two-country models with long-run price flexibility, the third uniquely characterizes international

monetary equilibrium for a small open economy of this class.

Additionally, given the similar behaviour of output across countries in the inter-war data, I

also test for common supply shocks; for a common stochastic trend in the domestic and external

economies’ output series. This common trend could be rationalized by world technology shocks or

technology shocks which are diffused rapidly across geographic and economic boundaries. Satisfac

tion of such a common trend characterization of the data would imply that, provided international

money market equffibrium (20) holds, domestic nominal money, real money and velocity share

stochastic trends with their external counterparts.

2.3 Econometric Methodology

2.3.1 Overview

I estimate a moving average representation (MAR) for integrated macroeconomic data from the

interwar era for Canada that accounts for and uses information on common stochastic trends. The

Canadian macroeconomic variables of interest are assumed to be jointly determined by a set of

fundamental (orthogonal) disturbances with interpretation as internal and external shocks to a

small open economy with short-run non-neutralities due to nominal rigidities. The MAR expresses

the current value of each variable as the cumulative effect of current and past realizations of this

set of disturbances. It can represent the dynamics of the small open economy model maintained

as generating the Canadian macroeconomy, subject to the long-run equilibrium constraints of the

model which take the form of common stochastic trends. The estimated responses of the empirical

model to each type of disturbance can then be inspected and their consistency with the stylized

responses predicted by the Mundell-Flemning small open economy framework evaluated.

2.3.2 The Structural Moving Average Representation

Recent advances in macroeconometric theory and practice mean that the methods required to

conduct this empirical analysis are well documented and so only a brief review of the methodology
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is presented here.9

Assume that IX is an N-vector of jointly covariance stationary variables (X requires first

differencing to achieve stationarity) such as [yt, Lmt, I(m + e), zSp, i.(p + e)] where the

elements of X are cointegrated. I posit the existence of a structural MAR for some appropriate

transformation of the elements of X in an N-vector of fundamental disturbances, t, which have

interpretation as the shocks in a simple open economy Mundell-Fleming model when some of the

shocks are known to be permanent for and common to the elements of X. This representation in

nt is assumed to be ‘complete’; given the maintained model, it fully captures the determination,

dynamics and interrelations of the N variables.’0 The MAR also is assumed to be fundamental for

and to account for common stochastic trends or long-run equilibrium relations between the

elements of X.

The objective is to study the dynamics and long-run properties of this structural system to shed

light on sources of output fluctuations by estimating an empirical representation. We know from

Engle and Granger (1987) that in the presence of cointegration in levels between the elements of

X simple MAR representations for IX in nt of the form

= D(L)i7 (22)

are misspecifled since there are fewer independent permanent shocks in the system than is implied

by the N-variable specification. One or more of the shocks must be purely transitory for all variables

and the long-run multiplier matrix

D(1) = (23)

which represents the cumulative effect of shocks on the first difference of X or the infinite horizon

effect on the level of X is singular, having one or more columns containing all zeros. The correct

structural representation for cointegrated X restores the long-run multiplier matrix to full rarLk

by renormalizing the system to account for the cointegrating relations. The resulting vector-error

correction, or alternative triangular, system contain equivalent information and the triangular form

is applied here. 12

The structural MAR for the triangular representation is given by

9See, for example, Blanchard and Quah (1989), and King, Plosser, Stock and Watson (1991).
10See Quah (1992). I also assume that conditions required for an N-disturbance representation to approximate

an underlying generating process for X of higher dimension are satisfied. Blanchard and Quah (1989) present a
discussion, Theorem and proof.
11Lippi and Reichlin (1993) and Blanchard and Quah (1993) discuss conditions under which an assumption of

fundamentalness of the MAR may not be valid.
‘2Phillips (1991) discusses the properties of triangular systems.
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[(X21)]
= (24)

where X is partitioned into subvectors X and X2 of dimension Ni and N2, Ni+N2=N, and a is

an (Nix N2) matrix of (known) cointegrating coefficients where N2 is the number of cointegrating

relations and Ni=N-N2. The matrix lag operator, r(L), can be partitioned conformably with X

into F1(L) and F2(L) of dimensions (Nix N) and (N2xN) respectively. The (Nxi) error vector Tit
represents the set of structural disturbances from the theoretical model with covariance matrix

diagonal to reflect orthogonality of these disturbances. All dependent variables in this representa

tion are stationary so that estimation of and inference from an associated reduced form is based

on standard asymptotic distribution theory.

The structural MAR can be estimated, given knowledge of the cointegrating vectors, as a

reduced form VAR

B(L) [ (X2-aXi)] [::] (25)

with X1 and X2 defined as above. B(L) and t are the reduced form parameter and error vectors

respectively and can be partitioned conformably with X. The reduced form has impact matrix

B(O) = I and variance-covariance matrix E(eei) = E. Inversion yields the infinite order reduced

form MAR

[(X ] = C(L) [ ] (26)

where C(L) = [B(L)]’ and C(O) = [B(O)]’ = I. From this reduced form the underlying structural

MAR can be identified given standard algebraic relations between the reduced form and structural

parameters and identifying restrictions imposed by theory.

By assumption, C(L)Et = r(L). This implies that r(O) = et and that the structural MAR

polynomial is given by

I’(L) = C(L)F(O) (27)

Therefore, both the structural parameters in F(L) and innovations 1It can be identified from the

reduced form estimates if T(O) is known. In practice, the structural impact multiplier matrix is

not known and must be estimated. In the absence of additional information there are fewer known

reduced form coefficients than unknown structural parameters. This requires that P(O) be identified

by imposing restrictions on the structural parameters to reduce the number of unknowns.

Some information is available which can be used directly in the identification of I’(O). From

above there is a covariance condition to be satisfied which uses reduced form information:
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= F(o)r(O)’ (28)

where is assumed to be diagonal or, as here, normalized to be the identity matrix. This condition

provides (N(N+1)/2) non-linear restrictions on the elements of I’(O). Since there are N2 unknown

elements in I’(O), exact identification calls for another (N(N-1)/2) restrictions. 13

I follow Blanchard and QuaJa (1989) by using zero restrictions implied by the Mundell-Fleming

model on the matrix of long-run multipliers P(1) = >J I as the remaining identifying assump

tions. Such restrictions are meaningful only in the presence of non-stationarity. If the vector, X,

is stationary r(1) is a zero matrix since no shock can permanently affect the level of stationary

variables. Unit roots in the variables of a MAR system, however, can always be decomposed into

a transitory and a permanent component (Quali (1992)), each of which can be viewed as having

multiple structural sources. In multivariate systems that allow identification of multiple structural

disturbances, this decomposition can be exploited and the two components isolated by imposing

theory-driven zero restrictions on I’(1). By using all of the zero-parameter long-run restrictions of

the Mundell-Fleming model, in addition to three other (short-run) implications as linear restric

tions on the elements of F(O) (see Section 2.5), the structural parameters and disturbances can be

just identified.’4 The resulting estimates of I’(L) and Tit describe the propagation mechanisms for

growth rates, and I’(L)/(1 — L) describes the dynamics and long-run properties for the levels of

variables which are of most interest.

2.3.3 Model Specffication Tests

I can directly evaluate whether the data are consistent with the model’s implications in several

ways using this empirical framework. First, I assess which of the model’s long-run equilibrium

constraints can be imposed on the triangular specification in the form of the ‘error-correction’

terms with univariate and multivariate integration and cointegration tests. These inform on whether

individual variables and their linear combinations are stationary, and on the number of independent

stochastic trends in the data. The tests are commonly applied in empirical macroeconomics and

13A number of alternative approaches have been employed to derive such restrictions. Sims (1980) identifies
r(0) by assuming that it is lower triangular (a Wold causal chain generates the system which is said to be resursive).
Bernanke (1986), Fackler and Parker (1990) and others estimate ‘structural models’ of the contemporaneous relations;
rather than arbitrarily assume recursivity in r(0) they impose identifying restrictions derived from economic theory.
These approaches do not use long-run information implied by theory which implies restrictions on the long-run
multiplier matrix, as I do, although such restrictions are often less arbitrary and controversial than those placed on
contemporaneous relations.

141 follow Cecchetti and Karras (1991), Gall (1992) and Ahmed at al (1993) in extending Blanchard and Quah’s
(1989) bivariate decomposition of output fluctuations to the multivariate case.
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are not discussed further here.’5

Second, I evaluate consistency of the multivariate triangular reduced form selected by the non

stationarity tests with a decomposition for the non-stationary variables into transitory and perma

nent components using the Granger-priority test suggested by Quah (1992). This involves applying

a standard x2 block-exogeneity test to the lags of X2
—

aX, in the equations for AX,. If the

block of lags for the error-correction terms have no predictive power for AX,, while the converse

does not hold, the implied MAR with innovations orthogonalized by zero restrictions on F(1) has

no permanent/transitory decomposition for zXX,. Specifically, this structural MAR has zero co

efficients at all lags for shocks to the transitory component for the integrated variables and zero

restrictions applied to elements of T’(l) to invoke a permanent/transitory decomposition cannot be

justified. 16

Finally, consistency of the data with the model’s predictions for short-run dynamics and in

ternational transmission of disturbances is evaluated by inspecting the estimated dynamics of the

structural MAR. The information admitted by such inspection is conditional on the presence of

‘overidentifying restrictions’ for the theoretical model. The model in Section 2.2 generates many

long-run and some short-run implications which can be imposed as zero and linear restrictions to

identify the structural MAR parameters and innovations with those of the economic model. How

ever, there are more of these restrictions than are required to exactly-identify the N2 elements

of I’(0) in the empirical representation. I therefore select a subset of these economic restrictions

to identify the structural MAR and can assess the compatibifity of the estimated innovations, re

sponses and variance decompositions with the remaining, non-imposed and testable implications of

the model.’7

2.4 Data Analysis

I make the strong assumption that the U.S. data can represent the rest of the world relative to

Canada. However, the arguments of Bordo and Redish (1990) that Canada fixed her currency

exchange rate against the $U.S. for most of the interwar era, and the large fraction of external

trade in goods and assets for Canada accounted for by the U.S., suggest that this is a reasonable

first approximation.

I use monthly data, deterministically adjusted for seasonality, on six variables of interest for

the interwar subsample 1924:1-1939:12 : Canadian and U.S. industrial production, wholesale prices

‘5See King, Plosser, Stock and Watson for data analysis that is motivated by the same concern with model
specification.
165ee Quah (1992) for details, theorem and proof.
175ee Gall (1992) for use of overidentifying restriction tests as evaluation of a macreoconomic model.
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and Ml money stocks, where the U.S. price and money stock variables are adjusted by the nominal

Canada/U.S. exchange rate and all variables are expressed as natural logarithms (unless otherwise

stated). The exchange rate adjustment is consistent with the model and does not alter the time-

series properties of the data given Canada’s fixed exchange rate policy for much of the sample

period.’8 Since real and nominal interest rates are predicted to be purely endogenous, stationary

outcomes of the model we do not incorporate them explicitly in my empirical representation in

the interests of parsimony. 19 The sample period 1925:1-1939:12 is used in all tests and regressions,

with values for 1924:1-1924:12 used up as lags in pre-estimation data analysis and in VAR lags and

lag length tests. Data sources, notation and definitions are given in Table 2.1. All notation in the

text now reflects use of U.S. and Canadian data to represent the rest of the world and the domestic

small open economy respectively.

2.4.1 The Interwar Data

Figures 2.la-2.lf and Tables 2.2a, 2.2b and 2.2c present some informal (unconditional) evidence on

the behaviour of important Canadian and U.S. variables during the Great Depression. The figures,

which plot the seasonally adjusted data normalized to the 1935-1939 average, show the very similar

behaviour of the Canadian and U.S. economies during the interwar period. Although each pair

of series display some different short-run movements, they appear to ‘trend together’ and the dip

in outputs, money supplies and prices during the 1929-1933 era is synchronized across the two

countries. Exchange rate adjustment of the U.S. data appears not to cause significant deviations

from common movements in the data. The similar bivariate trend behaviour of the series suggests

the possibility of cointegrating relations between outputs, prices, money stocks and velocities which

is consistent with the model in Section 2.2 amended to allow for common stochastic output trends.

Table 2.2a shows positive average monthly output growth for the period 1925:1 to 1928:12

for both economies, and a high growth rate for Canada in particular, with ‘business cycle peaks’

occuring in the first half of 1929. The Depression sample trough for industrial production in the

U.S. occurs before that in Canada (July 1932 and February 1933 respectively). Mean output

growth rates are negative for both series during the Depression era (although positive in the other

subsamples), mean levels are lowest and variablility highest. Additionally, the sample correlation

18Repeating the analysis of this paper using the unadjusted Ml and price series changes few results. Despite the
depreciation of the exchange rate due to Britain and the U.S. leaving the Gold Standard in 1931 and 1933, the time
series properties of the data, non-stationarity, cointegration and estimated VAR results are qualititatively unchanged.
Few qualitative changes arise in the innovation accounting exercises.
19The responses of the remaining six variables to the disturbances that I identify will therefore reflect interest rate

behaviour.

91



of outputs is highest for this mid-sample period suggesting a peculiar strength of common factors

during the Depression. Output in neither country recovers to its 1929 peak level by the end of 1939,

nor does it fall to its 1934, recovery level during the recession of 1937-1938, reflecting the strong

persistence of the Depression. Overall, the output data suggest very similar properties and timing

of business cycle peaks, troughs and persistence during the interwar era for the U.S. and Canada.

Ml money stocks exhibit very similar patterns of behaviour in log levels and first differences

to those of production, although the U.S. series attains its trough only in 1933:11. The timing of

collapse and recovery is otherwise similar. Money stocks are strongly contemporaneously correlated,

implying that the small open economy, fixed exchange rate implication for external determination of

the Canadian money stock may be valid. The behaviour of prices mimics that for outputs and money

stocks as expected; again, the two series exhibit strong similarities in their unconditional properties

and in the timing of peaks and troughs. The Depression era is characterized by mean annual

deflation rates of 6% for both price series, and the full sample estimate of their contemporaneous

correlation is remarkably high, 0.97. These statistics illustrate common nominal properties in the

two economies which, in the context of the Mundell-Flerning model of Section 2.2, may indicate

that gold standard mechanisms functioned efficiently.

While these statistics suggest close links between the two economies during the interwar era

and the Depression in particular, more formal analysis which studies conditional correlations in the

data is required to identify the nature of these relations. Preceding Sections argue that evaluation

of the appropriate time-series representation for each series, and of the presence and number of

common stochastic trends in the data in particular, is an important pre-estimation specification

test. I therefore apply standard tests for non-stationarity and cointegration which allow inference

on whether the theoretical equilibrium constraints outlined in Section 2.2 are satisfied in the data.

2.4.2 Tests For Non-stationarity And Cointegration

Tables 2.3a and 2.3b present evidence that each of the variables can be represented as a unit root

process; as containing a stochastic trend. Table 2.3a presents computed values for the Phillips

(1987) Za and Z and the Dickey-Fuller (1976,1979 and 1981) t-statistics which test the null hy

pothesis of a unit root in the level of each series against the one-sided alternative that the series

is stationary. The evidence is consistent with the null for all series examined. Table 2.3b presents

evidence against the null for the first difference of each series.20 I therefore treat each series in

20The evidence conflicts with findings of non-stationarity in post-war inflation rates. Estimates of the autoregressive
coefficients for inflation rates in Canada and the U.S. in the ADF(4) test regression are 0.54 and 0.57 respectively.
This suggests that inflation rates are stationary. Since there is also no evidence of non-stationarity in Ml or output
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the vector [yc , , Yus, (m5 + e), (pus + e)] as a univariate unit root process which requires first

differencing to achieve stationarity.

This implies that all series are subject to permanent shocks. In general, one cannot uncover

the sources of these permanent shocks using univariate methods. However, cointegration tests

inform on the data’s consistency with the model’s implications for structural long-run equilibrium

relations reflected in common sources of stochastic trends in the data. I use the same Phillips and

Dickey-Fuller statistics to test the null hypothesis that the residual series from each cointegrating

regression is non-stationary or, equivalently, that there is no cointegration between variables in the

regression. Table 2.4a presents results of univariate tests of cointegration applied to the residuals

from the cointegrating regressions of the dependent variable on the regressor specified.

Consistent with the long-run equffibrium conditions (16) and (18), I cannot reject the null of

non-cointegration for money and prices for either country (rows 5 and 6 of Table 2.4a). This implies

that prices in the rest of the world absorb permanent components additional to those reflected in

the money stock, and that while long-run PPP determines prices in the small open economy, the

domestic money stock will also reflect long-run asset market equilibrium conditions. The Phillips’

test statistics in the first three rows of Table 2.4a provide strong evidence to favour bivariate coin

tegrating relations for Canadian and U.S. outputs, prices and money stocks. Weaker support is

supplied by the Dickey-Fuller test results for these hypothesized equilibrium relations. Cointegra

tion of outputs implies there is a common stochastic trend in outputs which, under the maintained

hypothesis that only aggregate supply shocks matter for production in the long run, reflects common

aggregate supply conditions. The common trend in prices reflects, under the maintained model,

an unconstrained long-run PPP relation with common trend generated by aggregate supply shocks

and money supply shocks in the U.S. economy. Finally, cointegrated nominal money stocks is an

implication of the first two results and reflects the international monetary equilibrium condition,

(20). The common trend in money stocks is generated by permanent money supply shocks in the

U.S. and the common permanent real shock.

There is no evidence to support cointegration of domestic real money balances with domestic

output for either country; of long-run domestic money market equilibrium of the form (4). Notably,

the addition of nominal interest rates to the money market equilibrium relations had no qualitative

effect on this result, so the omission of interest rates is not important for this conclusion. Non

cointegration of domestic money demand functions implies that both economies are subject to

permanent money demand or ‘independent velocity’ shocks in asset markets.2’ Since nominal

growth rates, this seems an appropriate ‘structural’ conclusion.
21 In general, this result will reflect any misspecifIcation of the equilibrium conditions for asset markets. However,
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money stocks and prices do cointegrate, these permanent velocity shocks must be common to the two

economies. If the money demand shocks are non-stationary processes and do not ‘disappear’ in long-

run equilibrium, the long-run U.S. price level is given by Pus = m5 — ci6u8 — 71mdu8 and the long-run

Canadian money stock by m = Pus + e + c1 0c + Given common 6’s, m = rn, + e + md —

and so cointegration of nominal money stocks requires cointegration of the money demand processes;

common money demand shocks. Long-run prices in both economies must contain a component

due to this permanent asset market shock which provides additional rationalization for the non

cointegration of money and prices in each economy.

In Table 2.4b, I impose some coefficient constraints implied by theory. First, I assume that the

common aggregate supply shock has an equal long-rim impact on the logarithms of output, or a

proportional effect on the levels. Second, I assume that there is a constant, proportional relationship

between prices in the U.S. and Canadian economies in the long-run, or impose relative long-run

PPP, as predicted by (17), and also impose the (1,-i) coefficient vector in the money stock (and real

balance and velocity) cointegrating regression implied by the condition for international monetary

equffibrium, (20). These restrictions allow application of simple non-stationarity tests to the log-

differences of outputs, prices, and money stocks. Tests for non-stationarity of real balances confirm

non-cointegration of money and prices for each country in rows 5 and 6. The results document

strong support for the coefficient restrictions at the 5% level for all but the long-run PPP relation,

which is favoured at the 10% and 15% levels, as shown in the first three rows of Table 2.4b.

In Table 2.4c, Johansen’s maximum-likelihood multivariate cointegration test statistics are ap

plied to confirm inference drawn from the univariate results that there are three, independent

common stochastic trends in the data. These multivariate tests use rank conditions to evalu

ate the dimension of a multivariate system. Specifically, they test the null of no more than

r-cointegrating vectors in a given system against the alternative of more than r cointegrating

vectors, and provide unnormalized maximum-likelihood estimates of the space of cointegrating

vectors. I evaluate the number of independent cointegrating vectors in the six variable system

[yc, m , Pc, Vus, (m + e), (pus + e)]. Univariate tests imply that there are three such vectors in the

system; one in the two output series, which reflects purely the common stochastic supply trend,

one in the two money stock series, which additionally reflects the nominal money stock trend, and

one in the two price series, which incorporates additional permanent components due to aggregate

supply and money demand shocks. The system should therefore be three-dimensional, have ‘rank

three’ or contain three independent unit roots.

there is sufficient evidence from contemporary and historical data to support cointegration in such simple money
demand specifications to warrant the labeling of this result an outcome of permanent velocity shocks.
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The first line of Table 2.4c shows that although I firmly reject the null of no cointegration in

the system, I carmot reject the null of three independent cointegrating vectors. Tests of hypothe

ses about intermediate numbers of vectors suggest that there are no fewer than two independent

cointegrating relations in the system which is also consistent with a three unit root specification.

In addition, the Johansen procedure rejects the null of no cointegration for the bivariate systems

in outputs, money stocks and prices at least at the 15% level for all cases but cannot reject the

null of no cointegration between money and prices or real balances and output (no long-run money

demand equilibrium) for either country’s data.

The bivariate systems estimated in the Johansen tests imply normalized cointegrating vectors

given in Table 2.4d. These are consistent with theoretical priors in the output, money supply, real

balance and velocity equations and there appears to be a long-run PPP relation with a coefficient

close to but not equal to unity. Point estimates of the cointegrating vectors are also provided

by the Phillips-Hansen Fully Modified procedure which shows some deviation from unit vectors.

Subsequent sensitivity analysis showed that imposition of these alternative cointegrating vectors

generates no significant differences in the reduced form or structural model results compared to

a system in which unit vectors are imposed for all three cointegrating relations. Consequently, I

report results only for the model in which all three unit coefficient restrictions are imposed. 22

2.5 Identification Of The Empirical Model

The preceding data analysis suggests the existence of three independent common stochastic trends

in this data set consistent with the following interpretations. First, there is a permanent out

put shock which is common to the two economies and interpretable as a world aggregate suppiy

process. Second, there is a permanent nominal shock which is common to the two economies and

interpretable as a U.S. policy driven money supply process inherited by an endogenous money stock

in the small open economy. Third, (and not predicted by the model), there is a permanent shock

to real money demand, and so prices, which is common to the two economies and interpretable

as a velocity or money demand process. While the money supply shock can be assumed imported

from the U.S. through the fixed exchange rate regime, and the aggregate supply shock to either

affect both economies simultaneously or to be rapidly diffused across geographic and economic

boundaries, interpretation of the commonality in money demand shocks is not unambiguous. It

may represent permanent shocks to the demand for North American currency or assets relative to

221 also find that real balances and velocities of the two economies cointegrate, in Table 2.4a, which is implied by
bivariate cointegration of outputs, money stocks and prices. Further, they cointegrate strongly with unit coefficient
restrictions, supporting the coefficient restriction results for the underlying variables, in Table 2.4b. Johansen tests
support these univariate results, in Tables 2.4c and 2.4d.
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those in Europe.

In addition to the three permanent shocks I can identify three transitory disturbances in the six

variable system. The class of Mundell-Fleming small open economy models ifiustrated in Section

2.2 suggest the transitory component will incorporate a uniquely U.S. transitory demand shock, a

uniquely Canadian transitory demand shock and, under less than perfect capital market integration,

possibly a uniquely Canadian transitory money supply shock. Since the current interest is primarily

in separately identifying international and idiosyncratic shocks, I attempt only to isolate the U.S.

and Canadian elements of the transitory component and not to disentangle individual sources of

purely transitory disturbances. Consequently, while I can exactly identify six disturbances in the

empirical system, structural interpretation can be placed only on five; shocks to the three, common

stochastic trends, an aggregate U.S. transitory component and an aggregate Canadian transitory

component.

I identify these disturbances with both long and short-run restrictions. Exact identification

requires estimation of 36 elements in T’(O). The covariance condition, r(o)r(o)i = , provides

21 of these. As noted in Section 2.3, theory often suggests more restrictions for the structural

empirical model than are needed for exact identification and, in fact, I select a subset that provides

close correspondence with the small open economy interpretations desired of the six disturbances.

Other behavioural restrictions implied by the model (and by history) for the impulse responses and

identified disturbances are used to evaluate the model’s predictions (as overidentifying restrictions).

Given the unit root and cointegration test results, and the shock interpretations implied by

Mundell-Fleming model, I specify and estimate the following empirical system which is the analogue

to the triangular system of Section 2.3

Iyct it8
rn8’

md
PCt

= I’(L) (29)
Yct — !JU8tJ Tit

(m
— — et) 71d1

(pct — PuBt — et)
d2c

Subscripts now denote country of origin and date, respectively, and superscripts denote shock

type and country of origin respectively. Where shocks are common to the two economies a single

superscript appears. This system is identified by applying the following restrictions.

First, in the hypothetical long-run with no new disturbances, the variables are assumed to be

generated by the stochastic trend representation:
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zXy F11(1) 0 0 0 0 0
LIm F21(1) F22(1) 0 0 0 0

77rn81Ls

Pc — r31(1) r32(l) F33(l) 0 0 0
30

(yct —

— r41(l) F42(l) r43(l) r44(l) F45(1) P46(l)
(m

— m8 — et) Ps1(l) I’52(l) [‘53(1) r54(l) F5s(1) F56(l)
d1c

(p
— Pu8t — et) I’61(1) I’62(1) f63(1) F64(l) T65(l) P66(1) d2

where the last three rows of (1) are all zeros by cointegration which imply stationarity of the

three log-differenced variables. The long-run zero constraints in the first three rows comprise

12 of 15 restrictions that are imposed on the system. These uniquely identify three permanent

disturbances, by assuming that each has a unique iufiuence on the system, using only long-run

restrictions in a lower triangular long-run multiplier matrix. 23 These restrictions, in accordance

with the interpretations placed on the shocks by the model of Section 2.2, imply that only aggregate

supply shocks matter for Canadian and U.S. outputs in the long-run, that only aggregate supply

and money supply shocks matter for Canadian and U.S. money stocks in the long-run, and that all

three permanent disturbances are absorbed by prices in Canada and the U.S..

In addition, I impose three short-run restrictions to just identify the empirical system. The

first two of these identify the aggregate of the last two disturbances as being of uniquely Canadian

origin. The third places an additional short-run restriction to identify the money supply shock as

an ‘exogenous’ monetary policy disturbance in the U.S.. These are imposed as linear restrictions

on the impact multiplier matrix, I’(O). The first two

(Pi5(0) + I’16(0)) — (P45(0) +r46(o)) = 0 (31)

(r25(o) +r26(o)) — (r55(o) +r56(o)) = 0 (32)

impose a zero impact effect of the (aggregate) Canadian transitory disturbance for U.S. output

and money. There should be no significant feedback from the Canadian to any variable in the U.S.

economy of shocks that originate in Canada at any lag, according to my traditional small open

economy model. The short-run identifying restrictions impose no immediate feedback to output

and money. If these uncover the true Canadian component the theoretical restriction should also

hold.

The final identifying assumption imposed is that

r24(o) — I’54(0) = 0 (33)

This just identifies the system by imposing zero impact effect of domestic real demand disturbances

for the domestic money stock in the U.S.. This is the most controversial of the identifying restric

23See, for other lower triangular long-run identifying schemes, King, Plosser, Stock and Watson (1991) and Ahmed
et al (1993).
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tions, although entirely consistent with the theoretical model. There are other alternative plausible

restrictions that could be used to help identify the second permanent disturbance as an exogenous

policy shock to the money stock.24 These are used as overidentifying information (see Section 2.3)

to evaluate the model.

This empirical model forces the data to satisfy strong long-run constraints. In particular, the

structural specification implies that the Canadian economy is determined by international stochas

tic trends at the infinite horizon. However, it also admits a significant explanatory role for purely

transitory shocks of both Canadian and U.S. origin in generating short-run output fluctuations

during the inter-war period. Quaia (1992) shows that my multivariate permanent/transitory de

composition of macroeconomic fluctuations has sufficient structure to generate meaningful measures

of the relative size of these two components. My short-run restrictions also allow identification of

a purely domestic transitory component. I can therefore assess the relative importance both of

permanent and transitory and of domestic and international disturbances for Canadian output

fluctuations during the Great Depression.

2.6 Estimation Results

2.6.1 The Reduced Form Triangular VAR

I estimate the triangular cointegrated VAR. Standard criteria select a four lag specification and

a constant term is included in each equation.25 Some selected statistics are shown in Table 2.5.

F-tests of the hypothesis that given blocks of lags in an equation are zero reveal that Canadian

money growth responds significantly to all variables in the model, suggesting that the small open

economy assumption of money supply elasticity well represents the reduced form behaviour of this

variable. Inflation in Canada, moreover, is not significantly predicted by domestic money growth

which also implies endogeneity of the domestic money stock. Also notable is the significance of

some block of lags of the error-correction terms, X2
— cXi for all of the Canadian growth rate

variables.

‘Quah’ tests applied to the reduced form VAR confirm the F-test results; the computed value of

the X2(36) statistic for the null hypothesis that the set of error-correction terms [(yc —
y), (m —

m8 — e), (Pc PuA — e)] do not help predict [/.yc, IXm, p] is 103.02 which is significant at less than

1%. Similarly, the integrated part of the system helps predict the error-correction component with

24The U.S. money stock should not respond also to money demand disturbances (a zero short-run restriction could
be imposed) at any lag, and the money supply shock should have an equal long-run impact on money and prices.
25Time trends are insignificant in each equation of the VAR and make no significant difference to the reduced form

or structural model results.

98



a test statistic computed value of 85.32. This system therefore does capture a permanent/transitory

decomposition for the integrated Canadian variables.26

2.6.2 Computation Of The Structural MAR

I invert the VAR, using 180 reduced form moving average coefficients as the cut off point for

the reduced form moving average, and identify the structural MAR as described above using the

estimated reduced form coefficients and identifying restrictions. 27 derive the structural moving

average for the levels of the Canadian variables by inverting the difference operator in the difference-

stationary component, X1, of the MAR. I then generate impulse responses for each of the U.S.

variables by taking linear combinations of the estimated parameters of the system [Yc, m , J, (Yc —

Yus), (m — m3 — e), (Pc — Pu8 — e)].

I calculate confidence intervals for the point estimates of the structural moving average pa

rameters and structural innovations, and so the impulse responses, forecast error variance decom

positions and historical decompositions, using Monte Carlo integration to compute the empirical

distributions of these statistics. These one-standard error bands are based on specific distributional

assumptions about the parameter estimates of the reduced form.28 I report bias adjusted estimates

when the bias, measured as the difference between the mean of the Monte Carlo draws and the

point estimate, is large and significantly alters the results. All standard errors and biases reported

are generated from 2500 Monte Carlo draws.

2.6.3 The Identified Innovations

The shocks that I identify, and their one standard error bands, are shown in Figures 2.2a-2.2e. I

can infer nothing about the relative importance of each in the Depression without also accounting

for the estimated values and significance of the impulse response functions, however, investigating

these plots helps evaluate my interpretation of the structural innovations. In particular, I can judge

whether remarkable values of the point estimates are consistent with known historical events that

can be associated with specific macroeconomic disturbances. In general, the identified disturbances

are at least consistent with interpretations implied by the structural model.

26This result is invariant to the presence of a time-trend in the VAR equations and to the use of the non-exchange
rate adjusted U.S. money supply and price variables.
27The solution to r(O) is derived using a non-linear system solution a’gorithm available in GAUSS386 (with the

default program settings.
Specifically, I assume that the OLS estimate of the VAR variance-covariance matrix, , is generated by an

inverted-Wishart distribution, and construct a sequence of E ‘s from which I generate a sequence of the VAR param
eter vector in B(L). These two sequences are then used to compute the structural model parameters using the usual
identification techniques for each draw in the sequence.
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The 1929 recession which precipitated the Depression is preceded by and coincident with several

significant events. First, there is a run of significant and negative common supply shocks to output,

the i, from 1929:7 onwards culminating in a large negative supply shock in November of 1929,

the month following the Stock Market Crash. These are consistent with Fisher’s (1933) hypothesis

that negative actual and expected productivity shocks drove the U.S. economy to financial market

disaster and into Depression. Second, there is a run of significant, negative autonomous money

supply shocks, the in late 1928 and early 1929 with a large negative realization in December

1929 which may represent the monetary base contraction initiated by the Federal Reserve stressed

by Hamilton (1987) and Friedman and Schwartz (1963). Third, there is a significant negative run

of ‘velocity’ shocks, the nd, during late 1928 which represent positive money demand disturbances

and could reflect the rising demand for transactions balances in U.S. stock markets.29 Finally, I

identify a series of negative U.S. transitory demand shocks, the during 1929, which can be

associated with Temin’s (1976) autonomous demand shocks. The Canadian transitory component,

captured by the aggregate if’ +2c, is too imprecisely estimated for us to draw inference about

its behaviour during 1928 and 1929.

The persistence of the Depression from 1930 to early 1933 is associated with a series of sig

nificant, negative aggregate supply shocks over that period, with some large negative autonomous

money shocks in early 1930 and in early and late 1932, and with large positive velocity shocks

of late 1931 and early 1933. The supply shocks are consistent with Bernanke’s hypothesis about

the supply effects of financial crises during this period. Similarly, the money shocks in 1930 are

consistent with Hamilton’s (1987) and Friedman and Schwartz’s (1963) assertions that the Federal

Reserve pursued contractionary policy during this period. I interpret the velocity shocks as spec

ulative runs against the U.S. dollar during periods of withdrawal from the Gold Standard of key

participants.

I also note the identification of significant positive supply, money supply and velocity shocks

in September 1939 with the onset of World War IL These are consistent with priors about North

American output, monetary policy and money demand responses to the announcement of the

outbreak of war in Europe.

29While this is a permanent money demand disturbance I identify it only with the long-run restriction that it can
permanently affect prices but not the money stock or output. Consequently, it has a long-run positive price effect
and behaves like a ‘negative’ money demand disturbance the structural covariance Choleski decomposition is unique
up to sign changes.
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2.6.4 Impulse Response Functions

Figures 2.3-2.8 show the response of each variable to a one standard deviation innovation to ag

gregate supply, money supply, and velocity, and to one standard deviation transitory shocks in the

U.S. and Canada respectively. One-standard error bands are also plotted.

The response of Canadian output to the supply shock is somewhat unstable during the first

few months following the innovation in contrast to the smooth response of U.S. output which rises

steadily to its new permanent level. This may be attributable to different dynamic responses of

Canadian and U.S. output and prices to the common shock and the consequent impact for export

demand and the terms of trade. The overall response for both variables is as anticipated; large,

positive, significant and increasing over a one-year period. The initially negative response of pro

duction to the money supply shock disappears rapidly.3°Production in both countries subsequently

rises within four months of the money supply shock. However, the responses are insignificant at

all lags for both countries except for the very small, significant response at the very first lag for

the U.S. economy. A positive velocity shock has a very small, barely significant negative effect for

Canadian output at the first lag but otherwise has no significant effect on either output series at any

lag. Despite large point estimates, the output responses to the transitory shocks are insignificant.

These results suggest that the data exhibit some, but not all of the dynamic implications of my

structural model. For outputs, there are two (sets of) overidentifying restrictions. The first is that

there should be no significant response at any lag of U.S. output to the uniquely Canadian shock,

and this is (essentially) satisfied. Second, the model predicts that impact, and short-run dynamic,

responses should significantly differ for all shocks in the two economies. This is also satisfied for

the three permanent shocks in the model but not for the transitory shocks, for which short-run

responses are zero.31

The effect of all shocks on the Canadian money stock is quite unstable at short lags which

contrasts with the U.S. responses (Figures 2.5 and 2.6). The supply shock has a small, significant

and positive permanent effect on both money stocks. The money supply shock has an immediate,

significant positive effect on the money stocks, the permanent effects of which are almost fully

realized within six months. The U.S. money stock responds insignificantly to all other shocks at all

horizons. There is a very small, barely significant negative response of the money stock in Canada

to the velocity shock and a positive response to the U.S. transitory shock.

30This negative output response is rationalized by transitory expected inflation effects dominating liquidity effects
in nominal interest rates in some models with temporary monetary non-neutralities.

31 overidentifying restriction that Canadian output does not respond to domestic asset market shocks is elim
inated by the finding of permanent, common money demand disturbances which affect Canadian output through
relative price movements.
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The structural model’s testable predictions for money stock behaviour are largely satisfied in

the data. The U.S. money stock responds insignificantly to all but the domestic money supply

and common real supply shocks at all lags, suggesting that I have successfully identified a policy

driven, exogenous money supply shock. In particular, its impact response to the velocity shock is

zero though unrestricted. This satisfies one set of overidentifying restrictions for U.S. money stock

behaviour. Moreover, the estimated impact responses for the Canadian and U.S. money stocks

do significantly differ in at least three cases, implying satisfaction of a second subset of testable

restrictions that impact (and short-run) responses should differ across the two economies. The

Canadian money stock exhibits significant short-run responses to two of the three disturbances

which do not affect the U.S. money stock at any lag. Furthermore, the signs of the money stock

impact responses are consistent with those indicated by the model. These results imply that the

predicted short-run adjustment of the Canadian money stock to all disturbances holds in the data at

least for external and asset market disturbances. The model successfully replicates this implication

of the small open economy model.

The price responses are ifiustrated in Figures 2.7a-2.7e and 2.8a-2.8e for Canada and the U.S.

respectively. Prices in both economies respond positively and significantly to aggregate supply

shocks at all but the first lag, and positively and significantly to the autonomous money supply and

velocity shocks at all lags, but not to the transitory disturbances. The positive impact of the supply

shock on the price levels is, perhaps, counterintuitive but consistent with the Mundell-Fleming

model presented in which the sign of the long-run price response to permanent output shocks

depends on the relative size of money supply and money demand responses to the disturbance.

The price responses to money supply shocks have the expected sign and significance. The positive

impact effect of the ‘velocity’ shock on price levels identifies this as a negative money demand

shock; the long-run effect is significant and positive, driving the wedge between money and prices

identified in the data analysis. Prices in neither economy respond significantly to the two transitory

demand disturbances.

Recall that both the model and the data imply a positive, significant long-run money stock re

sponse to the supply shock, which should induce an equal long-run price effect. Here, while estimated

short-run price effects are barely significant, the long-run price impact is positive and insignificantly

different from the long-run money stock response. Moreover, accounting for confidence intervals,

the long-run neutrality restriction (16) for autonomous money shocks holds. Consequently, price

responses satisfy the overidentifying restrictions that shocks to money stocks have equal long-run
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effects for prices and, further, this neutrality result is attained well within a twelve month period.32

U.S. prices satisfy the overidentifying restriction that there is no significant reponse of any U.S.

variable to the transitory Canadian shock at any lag, with the exception of a small, significant

response at lag 3.

Overall, the data fail to indicate significant short-run non-neutralities of outputs in response to

each shock. The largest significant output movements derive from aggregate supply shocks implying

a more classical representation than anticipated. In fact, many of these estimated impulses imply

real effects for outputs, the output ratio, the terms of trade and real money balances which are

quantitively limited and short-lived.

The economic model implies that one of the most important sources of transitory deviations

from trend in domestic output is shifts in the terms of trade. The economic history of the global

Depression has recently posed terms of trade movements as a primary mechanism for transmission

of disturbances from the U.S. economy under the Gold Standard. Figure 2.9 plots impulse response

functions and standard error bands for the terms of trade to each disturbance and shows that only

permanent velocity disturbances generate significant short-run deviations of the terms of trade from

its (zero-mean) equilibrium value. This reflects both the failure of prices to respond siguficantly to

the two transitory shocks and remarkable symmetry in the price responses across the two economies

at all leads and lags to permanent U.S. and common shocks. The impulses imply insignificance of

this mechanism for transmission of all but common velocity shocks, and such rapidity and com

pleteness of price transmission for permanent monetary and real shocks across national boundaries

that there is little support in this empirical representation for the idea the Gold Standard promoted

real transmission of these shocks.

2.6.5 Forecast Error Variance Decompositions

The relative effects of standardized shocks on the endogenous variables can be gauged from the

forecast error variance decompositions which present the percentage of the total forecast error

variance at each horizon attributable to each shock for a given variable. Again, some of the

model’s testable implications are unconstrained in identification and allow evaluation of the data’s

consistency with the model.

Table 2.6a shows that a high proportion of the variance in Canadian output can be accounted

for by the two country-specific transitory shocks at short horizons, and by the supply shock. As the

32Notably, the price response to supply shocks implies that the long-run money demand response, Cl, to permanent
output shocks is insignificantly different from zero. This suggests that the standard money demand function does
not capture well properties of interwar data.
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horizon increases, a rising fraction of the variance is attributable to supply, although the standard

errors are large and the point estimates may overstate the rapidity of this rise. The money supply

and velocity shocks play no significant role at any forecast horizon. The results are somewhat

different in the U.S. case, where the two transitory shocks do not account for a significant fraction

of the forecast error variance at any horizon, but the money supply shock accounts for a significant

percentage at the one month horizon. These decompositions reassure that the model’s implications

for exogeneity of the U.S. economy are satisfied. There is no feedback from the Canadian shock to

the U.S. economy by this measure but there is a significant role for U.S. originating (transitory)

shocks in Canadian output fluctuations. Additionally, by this criterion the two economies exhibit

significant differences in output dynamics in response to all shocks.

The money stocks in the two countries also behave quite differently at short horizons, as shown

in Tables 2.6c and 2.6d. The supply shock accounts for almost none of the Canadian money

stock variance at short horizons, but a significant fraction of the U.S. money stock variance at all

horizons. Its importance for Canadian money grows gradually over time, while its importance for

the U.S. money stock is unambiguous at all horizons, despite large standard errors for both money

stock decompositions. The standard errors do not hide the importance of autonomous money

supply shocks at all horizons for both the U.S. and Canadian money stocks. Until the six month

horizon a significant percentage of forecast error variance for the Canadian money stock derives

from transitory Canadian shocks, suggesting that some Canadian monetary disturbances may have

been captured in this component. All of the short-run forecast error variance of the U.S. money

stock derives from the money supply and aggregate supply shocks.

The data therefore satisfy the short-run implication of the model that money stock behaviour

differs across the two economies. They are consistent with the view that Canada is a small open

economy in which the money stock adjusts endogenously to both domestic and foreign disturbances.

The U.S. money stock responds only to domestic monetary policy shocks and ‘endogenously’ to

permanent domestic output shocks. This latter characteristic of the U.S. money stock is not

strongly reflected in Canadian money stock behaviour for several months suggesting there is short

run divergence between the variance of Canadian Ml and its long-run external determinants.

Tables 2.6e and 2.6f present the forecast error variance decompositions for Canadian and U.S.

prices. At long forecast horizons the variance of prices in both countries is explained primarily by

the velocity and money supply shocks respectively, with little signficant role for the supply shock.

At short horizons the Canadian price level is also significantly influenced by the domestic transitory

shock, although there is no significant role for the transitory U.S. shock, while the U.S. price forecast
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error variance is dominated by velocity shocks. The money supply shock plays a surprisingly small

role for both variables at short horizons, however its share in price forecast error variance grows

steadily as the forecast horizon is extended. In general, the price decomposition results reflect the

same failure of prices to respond significantly to demand components as the impulse responses do.

Overall, these results confirm that the identifying assumptions applied have isolated a uniquely

Canadian component which does not significantly impinge on fluctuations in the U.S. economy,

and that the monetary implications of the small open economy model of Section 2.2 are satisfied.

There is no significant component of any of the U.S. variables’ forecast error variance attributable

to the Canadian transitory shock at any forecast horizon although the forecast error variance

of the Canadian output is significantly accounted for by both the Canadian and U.S. transitory

disturbances. This suggests that while it has comparatively small importance for U.S. fluctuations,

the U.S. disturbance can significantly affect the smaller, Canadian economy through export demand.

2.6.6 Historical Decompositions

The preceding data analysis, estimated innovations, impulse responses and forecast error variance

decompositions all reflect an empirical representation for the interwar data from Canada and the

U.S. that reasonably captures the dynamics and long-run properties of a small open economy and

a large external economy implied by standard Mundell-Fleming open economy models. The least

satisfactory assumptions of the structural model for this data are that there will be significant non-

neutralities for outputs in both economies from a wide variety of real and nominal disturbances and

that terms of trade movements are a primary source of short-term transmitted output shocks for the

small open economy. However, most importantly, the estimated innovations and responses appear

to reflect quite well standard interpretations of the shocks identified. I therefore turn to evidence

provided by the historical decompositions on the ‘causes’ of the Great Depression in Canada (and

the U.S.) using these interpretations.

The historical decompositions shown in Figures 2.10-2.15 combine the information in the impulse

response functions with the realized values of the shocks at each point in time. In particular, I

depict the 12-month ahead total forecast error for the level of each variable, the forecast error due

to each shock and the computed standard errors of the individual forecast error series.

In both Canada and the U.S. the total forecast error for industrial production is negative from

early 1930 to early 1933, and again throughout 1938. In addition, the total forecast error for U.S.

industrial production is negative in late 1927 and early 1928. In each of these cases, virtually all

of the forecast error can be explained by the permanent output (supply) shock (Figures 2.lla and
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2.12a). With few exceptions, the other identified shocks have a relatively small and insignificant

role in generating unpredictable output fluctuations. The transitory Canadian shocks appear to

predict short-run domestic output dynamics well, but have no significant influence for the output

collapse or recovery. However, in 1938 positive realizations of Canadian transitory shocks offset

permanent output shocks, making the downturn of 1937/8 less severe in Canada than in the U.S.

Figures 2.16 and 2.17 show the decomposition results for output most starkly. These perma

nent/transitory decompositions plot the permanent and total transitory components of output at

each date which are generated by the cumulative effects of aggregate supply shocks and the sum of

money supply, velocity, and idiosyncratic shocks respectively. The time path of the total stochastic

component of output is almost completely governed by the cumulative effects of aggregate supply

disturbances for both countries for the sample period 1929:1-1936:12. Although transitory shocks

can account for short-run fluctuations in Canada in the early part of the sample, and money supply

shocks generate some pre-Depression fluctuations in the U.S., only permanent output shocks matter

for output in both countries from the beginning of 1929.

The fall in output appears to be virtually monocausal, but the behaviour of money and prices is

more complex. The total forecast error for money stocks in both countries is comparatively small,

but is significantly negative in early 1929 and from early 1930 to early 1934 and especially large

in late 1930 and late 1932. The U.S. forecast errors are entirely attributable to a combination

of the permanent output and money supply shocks, while in Canada the effect of the transitory

Canadian shock (which is an amalgam of both monetary and real idiosyncratic transitory shocks)

is correlated with the total forecast error, although rarely significant. The unanticipated decline in

money stocks reflects in part an endogenous response to the aggregate supply shocks that caused

the output collapse, and in part an exogenous monetary contraction especially in the unanticipated

monetary ‘trough’ of 1930-1931. However, as argued above, autonomous money shock effects had

no feed back into output fluctuations.

In Canada there were bouts of unanticipated deflation in early 1930 to mid-1932 and again

in early 1933. On each occasion, unanticipated deflation began a few months earlier in the U.S.

and, in addition, the U.S. experienced unanticipated deflation in 1938 which does not reflect in

Canada. lii the U.S., the monetary velocity and aggregate supply shocks contributed in roughly

equal measure to the deflation of the early 30s while the hiatus from late 1931 to the end of 1932

reflected the effects of the positive velocity shock of late 1931. The story is similar for Canada with

a greater, but insignificant, role for Canadian shocks.
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2.6.7 A Note On Robustness

The empirical results proved robust to several changes in specification; most notably, inclusion of

the non-exchange rate adjusted U.S. money supply and price series, of the estimated (Phillips

Hansen) error-correction terms rather than the unit valued error-correction vectors, and to the

use of different price, output and money stock series for the U.S.. While small quantitative and

qualitative changes do arise in the structural estimation results, the main result does not change;

common, permanent shocks to output explain the onset, depth and duration of the Great Depression

in Canada and the U.S..33

2.7 Conclusions

An extensive U.S. literature assumes that the global Depression of the 1930’s reflected interna

tional transmission of the U.S. output collapse, initiated perhaps by Federal Reserve policy. To

test this hypothesis I have estimated a small open economy model for Canada in which the U.S.

represents the rest of the world. I exploit common stochastic trends in the U.S. and Canadian

macroeconomies to identify international and domestically originating disturbances with standard

macroeconomic interpretations and assess their relative contributions to interwar output fluctu

ations in both economies. I find that the onset, depth and duration of output collapse in both

Canada and the U.S. are attributable to a common, permanent output shock leaving no significant

role for idiosyncratic disturbances originating in either economy. I conclude by contrasting these

results with the hypotheses and empirical results reviewed in Section 2.1.

I do identify the U.S. monetary contraction in late 1928 that Hamilton (1987) emphasized, and

the attendant rise in transactions money demand, but these shocks are absorbed by prices and

have an insignificant effect on output in both the U.S. and Canada. Similarly, while I find evidence

of deflationary monetary policy in 1930 and a significant monetary contraction in 1931 and 1932

to which Friedman and Schwartz (1963) attribute the severity and persistence of the Depression,

the former has no significant output effects and the latter I find to be primarily an endogenous

monetary contraction as Temin (1976) argued. Idiosyncratic U.S. demand shocks are significant

during 1929, as Ternin and Romer (1990) asserted, but equally have no output effects in either

economy. Consequently, my results reject explanations of the global Depression which emphasize

international transmission of autonomous monetary and real disturbances originating in the U.S.

My results also are not supportive of the more general hypothesis that Canada imported the

Depression through the collapse of export demand or of export prices. The symmetry of output

33Results available from the author upon request.
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behaviour in Canada and the U.S. and the insignificance of terms of trade movements in response to

all but common asset market disturbances suggest that the Depression in Canada derived from the

same sources as that in the U.S. economy rather than being transmitted through export demand.

These same symmetry results challenge the views of Temin (1991) and Eichengreen (1992) that

the Depression was propagated worldwide from the U.S. through the Gold Standard. However, I

cannot separately identify the purely domestic short-run effects of common disturbances from the

effects due to transmission of short-run U.S. responses to the same disturbances. Consequently,

while my results do not support it, I cannot rule out a siguficant role for a Gold Standard or export

demand transmitted contraction originating in the aggregate supply collapse.

The implications of my results for Bernanlce’s (1983) hypothesis are unclear. Bernanke ar

gued that bank failures, and financial crises more generally, caused a protracted cmonet&y non-

neutrality due to the investment and consequent supply-side effects of the decline in efficient credit

intermediation arrangements. Since I cannot isolate different sources of supply disturbances with

my empirical model, any permanent output effects of credit market disruptions during the 1931-

1933 era wifi be captured by the identified supply shocks. My finding that there was significant

unanticipated deflation in 1930-1931 which could engender bankruptcies and financial crises, as

both Bernanke (1983) and Fisher (1933) have argued lends support to this interpretation. The

symmetry in output collapse across the two economies must then, however, be accounted for by

similarity in credit market disturbances for Canada and the U.S., a hypothesis which Haubrich

rejects.

My results provide dramatic support for hypotheses, such as those of Fisher (1933), Bernstein

(1987) and Safarian (1959) that emphasize secular factors in explaining the Depression. Moreover,

they indicate that these factors were continent-wide, and potentially global, providing a rationaliza

tion for the synchronicity of the international output collapse. This suggests a promising alternative

to traditional views that the worldwide Depression simply reflected transmission of idiosyncratic

U.S. disturbances to the rest of the world.

While the exceptionally close geographic and economic ties between Canada and the U.S. imply

that my results may not extend to the European Depression experience, they do challenge future

research to account more fully for common, secular factors in the global output collapse.
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Table 2.1 : Data Sources and Notation
All series are monthly, and deterministically seasonally adjusted except the nominal
exchange rate series which has no significant seasonal component. Logarithms are used
throughout the analysis except in the data plots presented in Figures 2.la-2.lf which
employ an index number of the level of each series, setting 1935-1939=100. All series
which are expressed as indexes in raw form (industrial production and price variables)
are re-indexed to a 1935-1939 =100 base prior to application of the logarithmic trans
formation.

• Yc is the log of industrial production index, Canada, (1935-1939=100) from the Monthly Re
view of Business Statistics, published in various issues by the Dominion Bureau of Statistics,
Canada

• Yus is the log of industrial production index, U.S., (1935-1939=100) from the Federal Reserve
Board of Governors, U.S.

• m is the log of Ml money stock, Canada, from Metcalfe, Redish and Shearer (1993)

• mus is the log of Ml money stock, U.S., from Friedman and Schwartz (1970), Table 1

• Pc is the log of wholesale price index, Canada, (1935-1939=100), published in various issues
of Prices and Price Indexes by the Dominion Bureau of Statistics

• Pus 15 the log of wholesale price index, U.S., (1935-1939=100), from various issues of Statistical
Abstract of the U.S., published by the U.S. Department of Commerce

• e is the log of (noon) nominal spot exchange rate in $C / $U.S., from various issues of Prices
and Price Indexes, published by the Dominion Bureau of Statistics. Specifically, the monthly
average of closing rates in Montreal.

• v is the log of velocity in Canada, computed as yc+pc-mc with data sources as above

• v is the log of velocity in Canada, computed as y+pus-mus with data sources as above
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Table 2.2 : Descriptive Statistics

Table 2.2a : Descriptive Statistics (Log Levels)

Series Sample Date of Date of Standard Mean Correlation
Minimum Maximum Deviation with Yc

Value Value

Yc 25:01-39:12 33:02 29:01 0.182 4.479 1.000
25:01-28:12 25:04 28:05 0.132 4.452 1.000
29:01-33:12 33:02 29:01 0.233 4.395 1.000
34:01-39:12 34:02 39:12 0.122 4.566 1.000

Yus 25:01-39:12 32:07 39:12 0.192 4.484 0.857
25:01-28:12 25:06 28:10 0.044 4.542 0.792
29:01-33:12 32:07 29:05 0.235 4.357 0.947
34:01-39:12 34:11 39:12 0.160 4.550 0.865

m 25:01-39:12 33:01 39:12 0.139 6.535 0.843
25:01-28:12 25:07 28:06 0.082 6.493 0.857
29:01-33:12 33:01 29:12 0.144 6.468 0.907
34:01-39:12 34:01 39:12 0.146 6.620 0.894

(mus +e) 25:01-39:12 33:11 39:12 0.134 7.887 0.661
25:01-28:12 28:04 25:01 0.017 7.868 0.611
29:01-33:12 33:11 29:10 0.085 7.807 0.610
34:01-39:12 34:01 39:12 0.164 7.966 0.899

Pc 25:01-39:12 33:02 25:02 0.150 4.669 0.352
25:01-28:12 28:12 25:01 0.028 4.861 -0.741
29:01-33:12 33:02 29:08 0.150 4.606 0.941
34:01-39:12 34:01 37:07 0.055 4.592 0.730

(Pus +e) 25:01-39:12 33:01 25:03 0.121 4.656 0.325
25:01-28:12 27:04 25:03 0.035 4.811 -0.771
29:01-33:12 33:01 29:07 0.115 4.601 0.888
34:01-39:12 34:03 39:12 0.055 4.600 0.720

Table 2.2b Cross-Correlation Matrix (Log Levels)

Series Yc Yus m (mus +e) Pc (pus+e)
Yc 1.00 * * * * *

Yus 0.86 1.00 * * * *

mc 0.84 0.74 1.00 * * *

(mus +e) 0.66 0.67 0.88 1.00 * *

Pc 0.35 0.56 0.18 0.16 1.00 *

(pus +e) 0.32 0.57 0.17 0.22 0.97 1.00
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Table 2.2c : Descriptive Statistics (Log Differences)

Series Sample Date of Date of Standard Mean
Minimum Maximum Deviation

Value Value
‘ Yc 25:02-39:12 31:06 29:01 0.060 0.003

25:02-29:01 26:12 29:01 0.072 0.012
29:02-34:01 31:06 30:01 0.066 -0.008
34:02-39:12 35:03 34:05 0.042 0.007

IX Yus 25:02-39:12 29:12 33:05 0.045 0.021
25:02-29:01 27:11 29:01 0.025 0.004
29:02-34:01 29:12 33:05 0.058 -0.007
34:02-39:12 37:11 34:12 0.041 0.008

Lk mc 25:02-39:12 30:01 25:12 0.035 0.003
25:02-29:01 28:01 25:12 0.036 0.004
29:02-34:01 30:01 33:12 0.034 -0.004
34:02-39:12 39:04 35:03 0.033 0.008

(m +e) 25:02-39:12 29:11 39:09 0.022 0.003
25:02-29:01 28:06 28:12 0.011 0.001
29:02-34:01 29:11 33:12 0.029 -0.004
34:02-39:12 35:09 39:09 0.019 0.010

Pc 25:02-39:12 30:12 39:09 0.013 -0.001
25:02-29:01 25:04 25:11 0.010 -0.002
29:02-34:01 30:12 33:07 0.015 -0.005
34:02-39:12 38:08 39:09 0.014 0.002

1 (Pus +e) 25:02-39:12 32:01 39:09 0.018 -0.001
25:02-29:01 25:04 25:07 0.008 -0.002
29:02-34:01 32:01 31:10 0.020 -0.005
34:02-39:12 37:11 39:09 0.019 0.003

Notes

All series in logarithms and deterministically seasonally adjusted except the nominal
exchange rate which has no significant seasonal component. Data analysis for the U.S.
price level and Ml money stock shows that these variables have properties qualitatively
similar to their exchange rate adjusted counterparts, and so only the latter results are
reported in the interest of clarity.
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Table 2.3 : Non-Stationarity Test Results

Table 2.3a : Tests For Non-stationarity (Log Levels)

Series Z 1) TT(4) i (6)

Yc -6.21 -1.72 4.57 -1.53 -1.70

Yus 5.53 -1.45 -1.66 -1.54 -1.13
m -2.29 -0.72 -0.92 -0.36 -0.40
(m3+e) 1.05 0.39 0.70 -0.06 -0.10
Pc 4.28 -0.59 -0.73 -0.10 -1.25
(pu8+e) -2.52 0.79 -0.97 -0.91 -1.02
v -9.45 -2.23 -2.10 -1.69 -1.89
v -8.23 -1.97 -2.13 -2.13 -1.57

Table 2.3b Tests For Non-Stationarity (Log Differences)

Series Z Z,. TT(1) ‘t7(4) ‘t (6)
A Yc 224.63*** 48.50*** 41.78*** 5.98*** 4.70***
A Yus 423.97*** 9.780*** 8.18*** 6.56*** 497***

A mc 47779*** 45.46*** 42.27*** ..594*** 4.63***
A (rnu+e) 203.51*** 13.72*** 7.270*** 5.61*** 4.13***
A Pc 417.53*** 9.350*** 7.20*** 3.85** 3.27*
A (pus+e) 138.74*** 10.67*** 8.20*** 555*** 394**

A Vt 206.31*** 18.64*** 13.24*** 6.48*** 5.23***
A 129.87*** -7.990’’ 6.32*** 4.83***

Notes

* denotes significance at the 15% level, ** denotes significance at the 5% level, and
denotes significance at the 1% level. Z and Zt are computed values of the Phillips
(1987) statistics for the null hypothesis that the series is non-stationary around a first
order polynomial time trend and constant term. Four autocovariance terms are used
to compute the spectrum at frequency zero. TT(k) is the computed value of the Said
and Dickey (1984) (Augmented Dickey-Fuller (1979, 1981)) statistic for the same null
hypothesis, where k is the number of lagged first difference terms included in the test
regression. Critical values tabulated in Phillips and Ouliaris (1990), Fuller (1976) and
from Ouliaris (1991). The time series properties of the U.S. money supply and price level
series are qualitatively the same as those for their exchange rate adjusted counterparts
and so only the latter are reported.
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Table 2.4 cont.

Table 2.4d : Multivariate Cointegrating Vector Estimates

Series FM Estimate SJ Estimate

Yc, Yus (1, -0.85) (1, -0.96)
m, (mus+e) (1, -0.95) (1, -1.06)

Pc, (pus+e) (1, -1.21) (1, -1.26)
v, (1, -0.85) (1, -0.93)
(mc-pc), (mus-pus) (1, -1.11) (1, -1.11)

Notes

Notes for Tables 2.4a and 2.4b as for Tables 2.3a and 2.3b. The test statistics for
the unconstrained coefficient tests are applied to the residuals from the comtegratmg
regressions of the Dependent Variable on the Independent Variable in Table 2.4a, as in
non-stationarity tests in Table 2.4b. I report results for the case in which a constant
term, t, is included in the test regressions. The cointegration results for the U.S. money
supply and price level series are qualitatively similar to those for their exchange rate
adjusted counterparts and so only the latter are reported. In Table 2.4c, J,(K) and

m1 (K) are computed values of the Johansen and Juselius (1990) trace and maximum
eigenvalue test statistics for the null hypothesis that there are K cointegrating vectors
in the specified system. Critical values from Johansen and Juselius (1990) and Ouliaris
(1991). Column 2 in Table 2.4d gives the Phillips-Hansen Fully Modified estimates
of the cointegrating vectors. Column 3 gives normalized estimates derived from those
generated from the Johansen tests for Table 2.4c.
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Table 2.5 : VAR Results (1925:1-1939:12)

Table 2.5a: VAR F-statistics

Variable /
Equation A Yc mc A Pc (ycyus) (mc-mus-e) (pc-pus-e) R2
A Yc 2.68** 2.35** 0.03 6.09*** 2.98** 1.16 0.27
A mc 347*** 2.52** 2.91** 5.05*** 10.37*** 5.72*** 0.35
A Pc 1.80* 2.00* 394*** 1.63* 0.63 2.77** 0.22
(ycYus) 8.15*** 1.92* 0.83 4997*** 1.98* 0.62 0.75
(mc-mus-e) 2.17* 2.26* 2.04* 4.69*** 49.76*** 4.80*** 0.74
(pcpuse) 1.07 0.77 0.34 1.59* 1.26 180.34*** 0.89

Notes

The rows give value of F-statistics for each equation in the VAR system. This statistic
evaluates the null hypothesis that the block of lags pertaining to the variable in each
column is zero. * denotes rejection of the null at 20%, ** at 5% and at 1% . Final
column gives adjusted 1?2 for the equation.
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Table 2.6 : Structural Model (1925:1-1939:12)

Table 2.6a Forecast Error Variance Decomposition For Canadian Output (Yc)

Forecast Supply Money Velocity U.S. Canadian
Horizon Shock Shock Shock Transitory Transitory

Shock Shock
1 month 28.7 7.3 2.3 33.1 28.7

(18.4) (13.3) (10.5) (19.5) (26.7)
3 months 49.0 5.4 2.2 23.3 24.1

(20.5) (11.7) (10.0) (15.0) (20.9)
6 months 71.1 3.0 1.5 12.0 12.4

(22.3) (10.2) (9.3) (12.6) (15.2)
12 months 86.6 1.4 0.8 5.4 5.8

(22.3) (10.5) (8.9) (10.8) (10.6)
24 months 93.9 0.6 0.4 2.5 2.6

(18.7) (10.1) (7.6) (7.2) (6.6)
36 months 96.0 0.4 0.2 1.6 1.7

(15.7) (9.2) (6.3) (5.2) (4.8)
120 months 98.9 0.1 0.1 0.5 0.5

(6.0) (4.3) (2.2) (1.2) (1.4)

Table 2.6b : Forecast Error Variance Decomposition For U.S. Output (yus)

Forecast Supply Money Velocity U.S. Canadian
Horizon Shock Shock Shock Transitory Transitory

Shock Shock
1 month 62.9 20.0 0.3 16.8 0.0

(25.0) (18.3) (10.9) (19.2) (0.0)
3 months 77.4 7.4 0.2 13.4 1.6

(24.0) (13.4) (10.2) (17.8) (3.6)
6 months 87.9 3.2 0.2 7.8 0.9

(23.1) (11.7) (9.7) (14.9) (4.3)
12 months 92.4 1.6 0.2 5.4 0.4

(21.4) (11.2) (9.1) (10.9) (3.3)
24 months 95.3 0.9 0.1 3.4 0.2

(18.6) (10.4) (8.0) (7.3) (2.7)
36 months 96.6 0.6 0.1 2.4 0.2

(16.2) (9.6) (7.0) (5.5) (2.2)
120 months 98.8 0.2 0.0 0.8 0.1

(7.8) (5.7) (2.8) (1.8) (0.8)
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Table 2.6 cont.

Table 2.6c : Forecast Error Variance Decomposition For Canadian Money (mc)

Forecast Supply Money Velocity U.S. Canadian
Horizon Shock Shock Shock Transitory Transitory

Shock Shock
1 month 11.3 31.7 3.8 5.4 47.9

(14.5) (18.9) (12.5) (18.1) (24.9)
3 months 12.3 59.6 1.8 3.8 22.5

(12.9) (19.9) (9.1) (12.3) (16.2)
6 months 22.1 61.9 1.2 2.4 12.4

(15.1) (20.1) (7.9) (10.4) (13.2)
12 months 26.7 65.3 0.6 1.2 6.2

(16.8) (20.6) (7.5) (7.8) (9.9)
24 months 29.2 66.8 0.3 0.6 3.1

(18.9) (21.4) (6.5) (5.3) (6.5)
36 months 29.8 67.5 0.2 0.4 2.1

(20.2) (21.9) (5.5) (3.9) (4.8)
120 months 30.6 68.6 0.1 0.1 0.6

(23.7) (23.8) (2.2) (1.0) (1.5)

Table 2.6d : Forecast Error Variance Decomposition For U.S. Money (mus+e)

Forecast Supply Money Velocity U.S. Canadian
Horizon Shock Shock Shock Transitory Transitory

Shock Shock
1 month 56.7 40.4 2.9 0.0 0.0

(26.3) (25.7) (18.6) (0.0) (0.0)
3 months 48.0 47.7 3.3 0.8 0.1

(23.7) (24.4) (17.1) (1.8) (3.1)
6 months 45.9 51.0 1.7 1.1 0.2

(22.6) (24.0) (15.4) (2.7) (4.5)
12 months 42.7 55.3 0.8 0.8 0.3

(21.8) (23.5) (13.0) (2.9) (4.9)
24 months 38.4 60.5 0.4 0.5 0.2

(20.9) (22.4) (9.3) (2.9) (3.9)
36 months 36.3 62.9 0.3 0.4 0.1

(21.1) (22.3) (7.2) (2.5) (3.2)
120 months 32.8 67.0 0.1 0.1 0.0

(23.8) (23.9) (2.3) (0.8) (1.0)
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Table 2.6 cont.

Table 2.6e Forecast Error Variance Decomposition For Canadian Prices (Pc)

Forecast Supply Money Velocity U.S. Canadian
Horizon Shock Shock Shock Transitory Transitory

Shock Shock
1 month 1.4 16.5 34.3 9.8 38.0

(7.8) (11.2) (20.9) (18.1) (23.5)
3 months 11.2 20.5 32.2 9.3 26.9

(12.2) (12.9) (20.0) (17.6) (20.6)
6 months 20.1 26.7 23.6 10.6 18.3

(14.9) (15.0) (17.8) (16.5) (17.6)
12 months 31.4 26.6 23.6 10.3 8.0

(17.3) (15.6) (17.4) (10.8) (12.0)
24 months 35.7 25.9 28.1 7.1 3.2

(20.1) (16.3) (17.8) (7.5) (7.0)
36 months 35.1 26.5 31.3 5.1 2.0

(21.6) (17.0) (18.2) (5.1) (5.0)
120 months 29.9 29.2 38.9 1.4 0.5

(24.7) (19.1) (19.5) (1.2) (1.4)

Table 2.6f: Forecast Error Variance Decomposition For U.S. Prices (pus+e)

Forecast Supply Money Velocity U.S. Canadian
Horizon Shock Shock Shock Transitory Transitory

Shock Shock
1 month 17.6 4.5 75.1 0.4 2.3

(19.6) (11.2) (22.3) (9.1) (12.4)
3 months 21.9 13.4 63.2 0.7 0.8

(19.2) (13.3) (21.6) (8.3) (10.3)
6 months 28.0 19.8 50.1 1.6 0.4

(19.7) (15.0) (20.8) (8.0) (8.8)
12 months 30.9 24.3 43.0 1.5 0.3

(21.2) (16.7) (20.8) (6.2) (6.7)
24 months 31.2 26.7 41.0 1.0 0.1

(22.7) (17.7) (20.7) (4.2) (4.8)
36 months 30.5 27.7 40.9 0.8 0.1

(23.3) (18.2) (20.6) (3.1) (3.7)
120 months 28.1 29.8 41.9 0.2 0.0

(25.1) (19.6) (20.5) (0.9) (1.2)

Notes

Table 2.7 presents the % forecast error variance attributable to each shock at the fore
cast horizons indicated. A 0.0 indicates a measured value of less than 0.05%. Standard
errors are in parentheses, calculated by Monte Carlo procedures (described in Section
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2.5) with results based on 2500 draws. Sensitivity analysis, involving the use of the
Fully-Modified cointegrating vector estimates (see Table 2.5b) rather than the unit
cointegrating vectors and of the non-exchange rate adjusted U.S. money supply and
price series, indicates robustness of the model to minor specification changes and we re
port only structural results for the baseline model. Other results available upon request
from the author.
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3 CHAPTER 3: Money, Banking And The Determination Of
Real And Nominal Exchange Rates

3.1 Introduction

A substantial body of evidence indicates that national price indices and foreign exchange rates

display large - and permanent - departures from purchasing power parity. Moreover, a strilcing

empirical regularity is that, under regimes where exchange rates are flexible, movements in real

exchange rates largely mirror movements in nominal exchange rates, with the magnitude of move

ments in both dwarfing changes in relative price levels. In addition, recent empirical evidence

suggests that monetary disturbances are an important source of real exchange rate fluctuations,

and it is also well established that the volatility of the real exchange rate is substantially less

under fixed than under flexible exchange rate regimes despite the fact that ‘fundamentals’ have

been approximately equally volatile under the two regimes in the last thirty years. And finally,

another manifestation of observed deviations from purchasing power parity is that there are sizable

cross-country differences in real interest rates.’

This paper produces a theoretical model that is consistent with these observations, and in which

the importance of monetary factors is brought into the foreground. Permanent violations of pur

chasing power parity are made possible by the presence of non-traded goods. Spatial separation

(within and across’ countries) and stochastic shocks to agents’ desired portfolios give rise to an

important allocative role for both money and banks.2 Within this context I consider the determi

nation of real and nominal exchange rates and, by implication, national price levels under regimes

of flexible and fixed exchange rates, as well as under regimes that differ with respect to the presence

or absence of reserve requirements and exchange controls. All prices in the model are fully flexible,

there is continuous market clearing, and all agents have equal access to all asset markets at each

1lsard (1977), Roil (1979), Frenkel (1981) and Huizinga (1987) document the existence of large and persistent
violations of purchasing power parity. Betts (1993) finds that these violations occur at all horizons. Indeed, Jsard
(1977) and Lapham (1992) suggest that the law of one price is violated, both within and across countries, which is
consistent with the theoretical formulation in the sequal.

Betts (1993) documents that a large fraction of the movement in the real exchange rate is accounted for by nominal
exchange rate movements. Clarida and Gall (1994) find that shocks to both the supply of and demand for money
explain a substantial amount of the variance of the real exchange rates, and Rogers (1993) reports that about one
half of the forecast error vaiiance of real exchange rates can be accounted for by monetary disturbances at short
forecast horizons.

That real exchange rates are more volatile under flexible than under fixed exchange rate regimes is shown by Mussa
(1986). This is true despite the fact that - since 1960 - ‘fundamentals’ have been approximately equally volatile under
the two regimes (Flood and Rose (1993)). Finally, Isard (1983), Cumby and Obstfeld (1984), and Mark (1985)
document the existence of sizable cross- country differences in real interest rates. These are related to violations of
purchasing power parity by Isard (1983), Dornbusch (1983), Stulz (1987) and Devereux (1988).
2The potential importance of spatial separation of agents in accounting for the observations described above was

suggested by Backus and Smith (1992).
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date.

In this context, I consider the equilibrium consequences of changes in both monetary and real

factors. Under flexible exchange rates, an increase in the money growth rate of any country causes

both a real and nominal depreciation of that country’s currency. Moreover, the initial magnitudes

of these real and nominal exchange rate movements are equal in size, at least in equilibria where

exchange rates and prices are determined only by fundamentals. In such equilibria, national price

levels then rise at the relevant rate of money growth, while the real exchange rate remains constant.

Thus permanent effects on the nominal and real exchange rate occur as a result of a permanent

change in the rate of money growth. It bears emphasis that variations in the rate of money growth

have large impacts on the nominal exchange rate compared with their impacts on relative price

levels. This is true despite the full flexibility of prices.

When exchange rates are fixed, independent variations in national money growth rates are not

possible. Indeed, in steady state equilibria, money growth rates across countries must be kept

equal in order to maintain the fixed nominal exchange rate. Under such a regime, increases in

the conunon rate of money growth have ambiguous effects on real exchange rates. However, it is

possible to show that - in a particular sense - the effect on the real exchange rate will be smaller

than would be the case under a regime of flexible rates.

For changes in real factors, which here means exogenous relative income levels, matters are

substantially different. Changes in relative income levels induce the same effects on real exchange

rates whether nominal exchange rates are fixed or flexible. And, when nominal rates are flexible,

changes in relative income levels induce equal proportional changes in initial relative prices and, as

a consequence, have no impact on the initial nominal exchange rate.

I also examine, under flexible or fixed exchange rates, the consequences of the imposition of

reserve requirements or exchange controls. The imposition (or tightening) of exchange controls

causes a real (and, under flexible rates, nominal) appreciation of the currency of the country

imposing the controls. Reserve requirements can also be used to manipulate exchange rates, but -

in a sense I describe - these are less effective devices than exchange controls for accomplishing this

objective. In addition, both reserve requirements and foreign currency controls affect the ability of

national monetary policy to manipulate real and nominal exchange rates.

The statements just made apply to equilibria where all variables are determined by fundamen

tals. Notably, the steady state fundamental’ equilibrium is unique under both fixed and flexible

exchange rates and, for identical money growth rates, is invariant to the choice of these two regimes.

In addition, the fundamental equilibrium which obtains under fixed exchange rates has an interest-
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ing property: the choice of fixed nominal exchange rate value has no ailocative consequences, and

no effect on the real exchange rate at any date. This suggests that many discussions concerning

the alignment of fixed exchange rates - for example, within the EMS - are misguided. Here such

alignments are irrelevant for allocations, and they cannot aid in the attainment of a situation of

(near) purchasing power parity.

Finally, I also consider the scope for multiplicity of equilibria under flexible exchange rate

regimes. This is an important topic which has been considered elsewhere by Kareken and Wallace

(1981), Manuelli and Peck (1990), King, Wallace and Weber (1992) and Barnett (1992). The first

three of these papers show that the nominal exchange rate is indeterminate when there is sufficient

substitutabifity between different currencies. The fourth shows that the real exchange rate can

also be indeterminate when not all agents can participate in all asset markets. I show, on the

other hand, that both the real and the nominal exchange rate are necessarily indeterminate under

a regime of flexible exchange rates, despite the fact that all agents view all currencies as imperfect

substitutes, and despite the fact that all agents have equal access to all asset markets. Indeed, the

model possesses a continuum of non-stationary, perfect foresight equilibria that are indexed by the

initial value of the real (or equivalently, as it turns out, the nominal) exchange rate. Here, all such

equilibria are ‘non-fundamental’, and they have the property that countries whose real exchange

rate is rising (falling) over time have inflation rates that are permanently below (above) their rate of

money growth. In addition, in such equilibria, countries whose real exchange rate is rising (falling)

over time will (under a weak restriction on parameters) have their nominal exchange rate rise at a

rate exceeding (below) their relative rate of money growth. This gives an additional sense in which

the effects of monetary factors can be magnified in terms of their implications for exchange rate

movements. Finally, non-stationary equilibria have the property that cross-country differences in

real interest rates will exist at all dates, although these will tend to disappear asymptotically.

The vehicle I use for considering these issues is a two-country, single good3 pure exchange over

lapping generations model. In each country there is a government that issues both flat currency

and interest-bearing debt. While international trade in goods is limited, allowing permanent devia

tions from purchasing power parity to be observed, international trade in all assets is unrestricted.

All agents have identical access to all asset markets, all goods and asset markets are perfectly

competitive and all markets clear at each date.

Within each country there are two spatially distinct locations. Agents move between loctaions

3This good is not traded across countries. It is conceptually straightforward to have more than one good in the
model and to have some traded and others non-traded goods. However, such a formulation adds complexity without
changing the substantive issues under consideration.
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in a stochastic manner, both domestically and internationally. Only currency is transportable

between locations, and inter- location exchange requires the currency of the country in which the

seller is located. As a result, agents seek to diversify their portfolios, holding the currencies of

both countries as well as interest-bearing assets that dominate money in rate of return.4 Agents’

demands for these assets, and their supply as determined by national monetary policies, are then

fundamentals for the real (and nominal) exchange rate.

The possibility of stochastic relocation, coupled with the role of currency in inter-location

exchange, plays the role of a ‘liquidity preference shock’ in the Dia.rnond-Dybvig (1983) model.

Banks, therefore, arise to insure agents against their random, currency-specific liquidity needs. In

order to provide this insurance, banks in each country hold reserves of both the foreign and domestic

currency, and in addition they invest in interest-bearing government bonds. The optimal portfolio

weights for these banks impinge on real exchange rate determination in a manner that reflects how

the liquidity preference shocks generate aggregate demands for the currencies of each country.

Although the model is one with two-period lived overlapping generations, the fact that inter-

location exchange must be accomplished using the seller’s currency causes it to resemble a hybrid

cash-in-advance, overlapping generations model. In addition, the existence of spatial separation

renders significance to the timing of transactions; in this sense the model resembles the liquidity

effects models of Grilli and Roubini (1992,1993) and Schiagenhauf and Wrase (1992a).

The remainder of this paper is organized as follows. Section 3.2 describes the economic envi

ronment, while Section 3.3 outlines the nature of trade and the role for banks. Sections 3.4 and

3.5 consider the properties of a fall general equilibrium under flexible exchange rates, and Section

3.6 examines the issue of multiple equilibria under this policy regime. Section 3.7 considers fixed

exchange rate regimes, while Section 3.8 analyzes the consequences of reserve requirements and

foreign currency controls. Section 3.9 concludes.

3.2 The Environment

I consider a two-country, single good, pure exchange model. Within each country there are two

locations; at the beginning of a period agents in each country are assigned to one of these, and

within a country locations are symmetric.

Each country is populated by an infinite sequence of two-period lived, overlapping generations.

Time, then, is obviously discrete, and is indexed by t=1,2.... Within each location at each date

there is a continuum of (ex ante) identical young agents with unit mass. Also, all residents of a

4This formulation resembles that in Champ, Smith and Williamson (1992), which has many of these features in a
single country context.
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given country are identical ex ante, although I allow for heterogeneity of agents across countries.

Each agent in the domestic (foreign) country is endowed with d (yf) units of the single,

perishable commodity, and for simplicity I assume that agents have a zero endowment when old.

I also assume, again for simplicity, that all agents care only about old age consumption, which is

denoted simply by c, and that agents have the utility function u(c)=ln c, which is common across

countries.5

I assume that goods are immobile between countries or locations; that is, transportation costs

for the good are prohibitive. Agents, however, do move between locations - either domestically or

internationally - in a manner I now describe.

At the beginning of a period, young agents are assigned to a specific location in either the

domestic or foreign country. These agents have a positive probabffity of being relocated before the

end of the period; relocations can occur either within a country or across countries. Let (4) be

the probability that a resident of the domestic (foreign) country is relocated within his own country,

and ir (r) be the probability that a resident of the domestic (foreign) country is relocated to the

foreign (domestic) country. The probability of relocation is constant across periods, known by all

agents, and is lid across agents in a given country. Thus there is no aggregate randomness, and

net domestic relocations are always zero. This need not be the case for relocations of agents across

countries. Finally, to keep the locations within a country symmetric, I adopt the convention that

if residents of location 1 (2) of either country are relocated internationally, they are relocated to

location 1 (2) of the other country.

Since goods are not transported between locations, agents who are relocated must carry with

them some assets. I allow for two types of primary assets; each country issues its own flat cur

rency and its own interest-bearing bonds. Let M (Mi) be the per capita money supply of the

domestic (foreign) country at t, and let B (Br) be the nominal outstanding per capita quantity

of domestically (foreign) issued bonds at t. The liabilities of the domestic (foreign) government

are each denominated in units of its own currency. Let p (pr) denote the domestic (foreign) price

level at t, and et denote the domestic currency price of one unit of foreign currency, so that e is

the nominal exchange rate. Thus, ep( /p is the real exchange rate of the domestic country,

and let m M/p and b B/p (m( i4 /p( and b( B( /p() denote the supplies of real

balances and real bonds by the domestic (foreign) government at t.

5A11 of these assumptions can be relaxed at the expense of considerable added complexity. In particular, I can allow
for multiple goods, some of which are traded internationally, and can allow agents to make a non-trivial consumption
savings decision when young. These additions substantially complicate the analysis, without substantively affecting
the issues of interest here.
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I assume that currency is transportable between locations (and that it is not counterfeitable)

whereas the same is not true of bonds or other, privately issued liabilities. In addition, a country’s

own currency is used for inter-location exchange within that country, whereas the foreign country

currency is used for inter-location exchange between countries. This amounts to imposing a cash-

in-advance constraint on all inter-location exchange; a buyer in these kinds of transactions must pay

for purchases using the currency of the seller. This convention is an extension to a multi-country

context of the formulation used in Champ, Smith and Williamson (1992). 6

I assume that bonds issued by the domestic (foreign) government at t pay the gross nominal

rate of interest I (If) between t and t+1. Thus R #/1+i and = ifp(/p(1 are the

gross real rates of interest received by the holders of these instruments within the relevant country.

Clearly, when both I’ and if >1 so that currency is dominated in rate of return the assumptions

of the preceding paragraph imply that all agents will, ex ante, wish to hold diversified portfolios

comprising both types of currency and bonds.

The fact that currency is required for inter-location exchange means that the possibility of

stochastic relocation plays the role of a liquidity preference shock in the Diamond-Dybvig (1983)

model. Agents who are relocated within (across) countries wifi wish to liquidate other asset holdings

and use the proceeds to acquire the currency of the relevant country. It is natural for banks to

arise in order to insure agents against the associated risks of premature asset liquidation. Doing

so will involve them holding reserves of both currencies, as well as bonds. The behaviour of these

banks is described in the next section.

3.3 Trading, And The Role Of Banks

3.3.1 The Timing Of Trade

Since agents do not consume when young, all trade takes the following form. At the beginning of

period t in each location there are some old agents who have arrived there from elsewhere. These

agents are carrying the currency of the location they arrive in, since currency is the only asset

that can be transported between locations. This currency is then used to buy goods from young

agents. In addition, there are old agents in each location who have remained there from the previous

6By inter-location exchange I refer, of course, to situations where a buyer who has beeen relocated purchases
goods in the new location. The assumption that only currency is useful in inter-location exchange also appears in
Townsend (1987), Mitsui and Watanabe (1989) and Hornstein and Krusell (1993). This assumption can be motivated
- as in Townsend (1987) - by appealing to limitations on the degree of conununication between locations. See Champ,
Smith and Williamson (1992) for a further discussion of this issue. The notion that government bonds are not useful
in inter-location exchange could also be motivated by the possibility - which is common in most countries - that they
are issued in denominations too large to be useful in transactions.
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period; these agents consume the income generated by any assets that they hold - either directly

or indirectly - and they do not require currency in order to do so.

An essential ingredient in any model with spatial separation and inter-location mobility is the

timing of transactions. My timing assumptions are as follows. At the beginning of period t old

agents who hold bonds - either directly or indirectly - are paid in units of goods in the relevant

location, which they consume. Old agents who hold currency use it to purchase goods from young

agents; goods purchases by assumption occur in the seller’s currency.

Once goods trade is completed, asset trading begins. Young agents can either hold assets di

rectly, or they can make a bank deposit and holds assets indirectly. After asset trading is completed

at t, young agents find out whether or not they are to be relocated, and their ultimate destination.

If young agents are to be relocated, only the currency of the country of their destination is of use

to them; any other assets that they hold directly become valueless to them.7 If young agents hold

bank deposits, then they go to their banks, and make a withdrawal in the relevant currency before

being relocated. This timing of transactions is depicted in Figure 3.1.

The risk of relocation implies that agents will not wish to hold primary assets directly. Rather,

they wifi prefer to have their savings intermediated by banks which take their deposits, hold the

primary assets in the model directly, and promise state contingent payments to depositors depending

on their relocation status and ultimate destination. I now turn to a description of these banks.

3.3.2 Bank Behaviour

I assume that, in each location, there are some banks that behave competitively in the sense that

they view themselves as being unable to influence the equilibrium returns on assets. On the deposit

side these intermediaries behave as Nash competitors; that is, they announce state contingent

returns to depositors as a function of relocation status and ultimate destination. In addition, there

is assumed to be free entry into intermediation. Thus competition among potential intermediaries

for deposits means that - in a Nash equilibrium - deposit returns must be chosen to maximize the

expected utility of a representative depositor, subject to bank balance sheet constraints which I

now describe.

I focus throughout on the situation where nominal interest rates in each country are strictly

positive at each date; that is, in which I > 1 and if > 1 hold for all t. In equilibria with this

property, banks will hold (either) currency only in order to accomodate the liquidity needs of agents

who are relocated. Any excess holdings of currency are sub-optimal, as bonds dominate money in

7Recafl that at this point asset trading has been concluded in period t.
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rate of return.

Let denote the per depositor holdings of domestic real balances by domestic banks at t,

and let denote the time t quantity of foreign real balances held by domestic banks (again,

per depositor). The former, of course, are measured in units of domestic goods, while the latter

are measured in foreign goods. Similarly, let (b) denote the per depositor real holdings of

domestically (foreign) issued bonds at t. The same comment about units applies. Then the value,

in domestic goods, of units of foreign real balances at time t is given by mt(etp(/p) E mXt,

and similarly, the domestic goods value of units of bonds denominated in foreign goods is

at t. Since all savings are intermediated, a representative domestic bank will receive a real deposit

of yd per depositor at each date. Thus the bank’s balance sheet constraint is

> m + + xt(mt + bt);t >1. (1)

I assume that each bank offers a set of state contingent real gross returns on deposits. These

are denoted as follows. is the return delivered to domestic depositors at t who are relocated

domestically, while 4 is the real return paid to domestic depositors who are relocated abroad. r

is the real return paid to domestic depositors who are not relocated.8 The returns the bank can

offer are, of course, constrained by its portfolio composition and the returns on assets that it faces.

These constraints are as follows.

At time t, a fraction ir of the bank’s depositors are relocated domestically. These agents have

been promised a payment of per unit deposited, and each of them has deposited d. Thus

the per depositor obligation to these individuals is These agents must be given domestic

currency to accomplish their transactions. This will be done using the bank’s holdings of domestic

real balances: all of these holdings will be paid out to domestically relocated depositors at t who

carry them into t+l. The real return between periods on these real balances is /+1;thus the

bank faces the budget constraint

dd d did,d .

drdty < mftp fPt+i), t 1. 2

For domestic agents who are relocated abroad (of whom there are per depositor), the bank

has promised a payment of 4yd. These agents must be paid in foreign currency in order to make

their purchases; thus payments are constrained by the bank’s foreign currency holdings These

holdings have a domestic goods value of mxt. In addition, domestic agents who are relocated

81t bears emphasis that the assumptions on timing and communication between locations imply that domestic
(foreign) residents make deposits only in domestic (foreign) banks.
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abroad carry these real balances with them between t and t+1, earning a gross real return of
idid \f I 9 mi
Pt /Pt+l)et+1,et). . LILUS

i44yd < m t(p/p1)(et+i/et);t> 1, (3)

must hold.

For domestic agents who are not relocated - who comprise a fraction 1-ir-i4 of depositors

- the bank promises a total repayment of (1 — ir — i4)ryd. This must be financed out of the

bank’s earnings on its bonds, since all currency holdings are liquidated to pay off agents who are

relocated.’0 Foreign issued bonds held by domestic banks yield a real return - in units of domestic

goods - of I((p/p,)(et+,/et) The return constraint relevant to the choice of 4 is, in

units of domestic goods,

(1 — .d .d )rdyd b + R; t 1. (4)

Competition among banks for deposits implies that - in a Nash equilibrium - deposit return

schedules and bank portfolio allocations must be chosen to maximize the expected utility of a rep

resentative depositor, subject to constraints (1)-(4). In other words, in equilibrium domestic banks

must choose r,4 , r, and to solve the problem

(P.1) max irln(rtyd) + ln(ry”) + (1 — ir — ir)ln(ryd)

subject to (1) to (4) and non-negativity.

This problem can be transformed as follows. Let ‘y (-4) denote a domestic batik’s ratio of

domestic (foreign) currency real holdings to deposits at t; that is

7t E mt/yd, (5)

‘4t mx/y. (6)

Similarly, let /3 (1—-y
—

— /3) denote a domestic bank’s ratio of real domestically (foreign)

issued bonds to deposits at t, so that

— &did 7

91n particular, e /p’ units of domestic goods are requires to obtain at t one unit of foreign currency (in nominal
terms). At t+1, this unit of currency has a domestic goods value of e+1/p+l. Hence the real return, to a domestic
resident, of holding foreign real balances is (et+j/pi)(p/et)

‘°Recall that the bank does not wish to carry currency between periods, since money is dominated in rate of return.
“To see this, note that e /p units of domestic goods are required to buy one unit of (nominally denominated)

foreign bonds at t. This bond unit repays if units of the foreign currency at t+1, which has a domestic goods
value of if (et+j/p+,) at that date. Thus the real return, to domestic residents, of holding a foreign bond is
If (e +i

/p+i )(pf/et).
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(1
—

—
—

b/yd. (8)

Then constraints (2) to (4) can be re-written as

ft (P /P+i ) /1r, (9)

4 4t(p/p+i)(et+i/et)/4, (10)

4 [4 + (1
—

— — 8t ) R] / (1 — ir
— 4), (11)

which must hold V t> 1.

The bank then seeks at each date to solve the problem

(P.1 1) max 7rlnr + rln4 + (1 — — i4’)1n4

subject to (9) to (11) and non-negativity. The solution to this problem sets

d — d
7dt —

= 4. (12)

In addition, an absence of arbitrage opportunities in bond markets requires that = This

condition is equivalent to the uncovered interest parity condition

= if (et+i/et); t 1. (13)

For ftiture reference it wifi be convenient to note an alternate form of (13):

= Rt(at+i/xt);t 1. (131)

The problem of banks located in the foreign country is completely symmetric. In order to

describe it, I proceed as before and define (y) to be the ratio of foreign (domestic) country

currency to deposits in foreign banks; thus

m//, (14)

and

‘Yd’t mt/y’xt, (15)

hold, where (m) is the per depositor holding of foreign (domestic) country real balances by a

representative foreign bank at t. Similarly, f3 (1—7c
—

— /5) is the ratio of foreign (domestic)
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real bond holdings to deposits of a foreign bank. Then we have

(16)

(1—7——/3.) E (17)

where (b) is the (per-depositor) holding of foreign (domestic) real bonds by a foreign bank at

date t.

The budget constraints facing a foreign bank are as follows:

7t(p/p(+i)/4;t> 1, (18)

r 7t(pi/pt+i)(et/et+i)/;t 1, (19)

r( [,3cR + (1
— —

— I3c)R]/(1
— 4 — irs); t 1, (20)

where (rt) is the gross real return on deposits promised to foreign agents who are relocated

within (across) countries, rt is the return promised to foreign agents who are not relocated, and

is the gross real return to foreign holders of domestically issued bonds.

holds. 12

Competition among foreign banks for depositors then forces these banks - in equilibrium - to

choose return schedules and portfolio weights solving the problem

(P.2) max irçin4 + Ird’ lmr + (1
— 4 — r)lnr(

subject to (18) to (20) and non-negativity. The solution to this problem sets

— f
— 1r1,

= irs. (21)

In addition, equation (13) or (13) must hold in order for agents to perceive no arbitrage opportu

nities in bond markets.

3.4 General Equilibrium: Flexible Exchange Rates

I now describe the determination of a full general equilibrium of the model under a regime of

flexible exchange rates. Central to this determination is a complete description of the behaviour of

the government of each country, which I now provide.

In particular, 1/ep units of the foreign good are required to purchase one (nominal) unit of domestically issued
bonds at t. These bonds return I units of domestic country currency at t+1. This currency has a foreign goods value
of 1/et+1p+i per unit at t+i. Hence the gross real return to foreign residents of holding domestic country bonds
from t to t+1 is I(p/p÷1)(et/eti). The same reasoning yields the real return on foreign holdings of domestic
currency in equation (19), except that currency bears no interest.
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3.4.1 Government Activity

At each date t>1, the domestic (foreign) goveriirnent has an outstanding money stock (per capita)

of M (Mi) held by private agents, and a quantity of nominal, interest-bearing bonds outstanding

of B (B() per capita. In addition, the domestic (foreign) government holds reserves of the foreign

(domestic) currency in the amount of Z (Z) per capita at t. I assume (in this section) that

neither government levies taxes nor has direct expenditures. Thus, at each date, the government

of each country must generate enough seignorage revenue to service its debt, and to finance any

changes in its net reserve position. In other words, the domestic country government faces the

following budget constraint for t>1:

#_iB_i =Md_ M_1+B— et(Z— Z_1)+Z — Z_1. (22)

For t1, the foreign government’s budget constraint is

I(_1B(_1 = M/ — + — (l/et)(Z — Z_1)+ — Z_1. (23)

I consider the following choice of government policies. For t 1, each country is free to set (once

and for all) a constant rate of growth for its money supply; that is

M1/M c,.d;t> 1, (24)

I41/M/ o4;t 1, (25)

where 4 > 1 and o > 1. The quantities of money held by initial old agents in the domestic

(foreign) economy are also given and equal Mg > 0 (M > 0). For reasons that will become

apparent, M and M must be determined endogenously. Further, initial foreign exchange reserve

holdings are given as Z0 = Z = 0. I allow each government to assume an endogenously determined

reserve position Z1 (Z1) at t=l, which it then maintains forever. Thus

= Z_1;t 2, (26)

= Z_1;t2. (27)

Finally, Bg = B = 0 is the last initial condition; from t=l onwards the values B and B( are

endogenously determined.

Under this specification of government policies, it is possible to rewrite the government budget

constraints in the following, more convenient, form:

= m—m_1(j4_1/p)+b’;t 2, (28)

m( — mf_1(p(_1/p)+ b(;t> 2. (29)
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Observing that, by definition, p_1/p’ E (m/M)(M_1/m_1)m/’m_1[p_1/p

(mt/M’)(Mf_1/mf_1) m(/o.fm(_1]for t>1, (28) and (29) may be farther simplified:

= m’(o4 — 1)/a4 + b;t 2, (30)

= m((a — l)/a + b(;t> 2, (31)

where I have used (131) to eliminate R4_1 from (31). At t=i

Mg = M + B — e1Z1 + 4’, (32)

M = M(+Bf—(1/ei)4,+Z,, (33)

are the government budget constraints.

3.4.2 Asset Markets

In order for asset markets to clear, it is necessary that the per capita supply of real balances by the
domestic (foreign) government at t - m (mi) - equal the per capita demand for domestic (foreign)

real balances by the residents of each country at that date. The (per capita) demand for domestic

(foreign) real balances at t is just + E 7d + = dd + yiJt[mt +

+ 4y’t/xt = + 4y’/xt]. Thus money market clearing requires that

m = irdy+irfyfat> 1, (34)

m( = irçy’+4y’/t;t1. (35)

In order for bond markets to clear, an absence of arbitrage opportunities requires that the

uncovered interest parity condition (13) or (131) hold at each date. In addition, the total per capita

supply of bonds - measured in a common unit - must equal the total per capita demand for bonds

at each date. The former quantity is b + b(zt - measured in units of domestic goods - while the

latter is (1 — ir — i4)y’ + (1
— 4 — ir)yfxt at t. Thus bond market clearing requires that

(36)

For future reference I note that (34)-(36) imply that the total value of assets at each date - measured

in a common unit - must equal the total demand for assets; that is,

m+b+xt(m(+b()=yd+yfxt;t 1. (37)
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3.4.3 Goods Market Clearing

In order for the domestic (foreign) goods market to clear at each date it is necessary that the

per capita supply of domestic (foreign) goods - yC (yf)
- equal the per capita demand for domestic

(foreign) goods. But per person goods demand in (either location in) the domestic (foreign) country

at t is simply the real income of domestic (foreign) residents who were not relocated at t-1, plus the

value of real balances carried by agents who were relocated at t-1. The income of agents who were

not relocated is simpiy the interest income generated by their (intermediated) holding of bonds,

which in the domestic (foreign) country is R_1(1
—

— .4t_1)yd = R_1(1 —

—

[R_1(1 —
— -y_1)y = R_1(1 — — ir)yf] at t. For agents who were relocated at t-1,

they have arrived in their current location carrying the entire t-1 per capita supply of domestic

(foreign) real balances - m1 (mf_1)- which at t has a real value ofm_1(p_1/p)[m(1(p_1/pf)].

Thus the domestic goods market clears at t if

m_1(p_1/p)+ (1— ir
— 4)y”Rt_i;t > 2, (38)

while the foreign goods market clears if

mf_1(p(_1/p() + (1— irç
— ir)yR_1;t 2. (39)

By using the relations p_1/j4 m/m_i, p(_1/p( mt/a’m(_1 and (131), these conditions

can be simplified to

2, (40)

(4f + 4yd/t)/oJ + (1— 4 — ir yfRt_i(x_1/x);t> 2.13 (41)

For t2, equation (13) or (131), equations (34)-(36), equations (40) and (41), and the two gov

eminent budget constraints (30) and (31) constitute the complete set of equilibrium conditions for

this econony. Wairas’ Law implies (and it is straightforward to show) that only seven of these

conditions are linearly independent. However, I display all nine since all of them will be useful at

some point in the analysis.

3.4.4 The Initial Period

The asset market clearing conditions at t= 1 have the same form as the asset market clearing

conditions that are relevant at other dates, as indicated by (13) and (34)-(36). This is not true,

however, for the goods market clearing conditions at t=1, since old agents have no bond income

in the initial period. Rather, at t=1, old agents have arrived in their present location by whatever
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means, and in the domestic (foreign) country hold the initial domestic (foreign) supply of money

to private agents M (Ms). All of this is spent on consumption, yielding the time 1 market clearing

conditions

Mg/p = d,
(42)

= y1. (43)

Thus, the initial price levels are predetermined. This is why the time 1 period money supplies,

nominal bond supplies and foreign exchange positions of each government must be endogenously

determined. In particular, in the intial period each goverument must adapt to the predetermined

price level that it confronts.

3.5 Characterization Of Equilibrium: Flexible Exchange Rates

I now turn attention to a characterization of the equilibria described in Section 3.4. I begin by

analyzing steady state equilibria.

3.5.1 Steady State Equilibria

When Xt and are constant (at x and R), equations (40) and (41) reduce to two equations in

those two unknowns. They therefore jointly determine the steady state values of the real exchange

rate and the real interest rate. The remainder of the steady state equilibrium values can then be

determined recursively: equations (34) and (35) give the steady state values of md and m’, while

(30) and (31) give

bd = (c,.d — 1)md/o(R
— 1), (44)

b1 = (0.f
— 1)m/o(R — 1). (45)

Moreover, clearly 74÷ = and 4i/p( = o1 hold, whIle p and p are given by equations

(43) and (44). 1d
= RU gives a Fisherian determination of the nominal interest rate in the

domestic country, while (13) and et+i/et (x+1/x)(p(1/pf)(p/74+1) o.d/uf imply that the

foreign nominal interest rate is # = Id(,.f/ud) = Ro = Ro (in the steady state).

It is possible for this economy to reach its steady state equilibrium at t=1, so that x1 = x. In

order to support the predetermined price levels as a part of this equilibrium, M and M must be

set so that

(M/Mg)yd = = + (46)

Mj/p (Mj/M)y’ = m1 = iry’ +i4yd/z, (47)
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where the first equalities follow from (42) and (43). From the government budget constraints (30)

and (31), and the bond market clearing condition (36), B and B must likewise be set to satisfy

= bd and B/j4 =b1.

It remains to show that the endogenously determined initial levels of foreign exchange reserves

constitute an equilibrium. To do so I must show that the net foreign reserve positions of the

two governments sum to zero at each date. Clearly, since I have imposed that the initial foreign

exchange positions are preserved for t2, it suffices to show that the governments’ net reserve

positions sum to zero at t=1. From (32),

(eiZ1 — Z1)/p = md + b’1 —

= md + bd — d, (48)

while from (33)

(Z1 —e1Z)/e1p= m + — = m +
—

(49)

Multiplying both sides of (49) by x and summing (48) and (49) yields

(50)

which is satisfied by (37). Thus the net foreign exchange positions of the two governments sum to

zero, as required.

It is therefore the case that, once x and R are determined, afl other steady state equilibrium

quantities can be recovered. I turn next to an analysis of the determination of these values.

3.5.2 Characterization

The steady state version of equations (40) and (41) can be rearranged to yield the equivalent

conditions

f7d = [ud — —(1— — (51)

i4/[o —4 —(1—4 —ir)oRj. (52)

Equation (51) describes a downward sloping locus, as depicted in Figure 3.2, while equation (52)

describes an upward sloping locus, shown in the same Figure. Evidently, then, (51) and (52) have

a unique intersection at a positive value of x jif (.d
—

> 4/(f
— 4)

While this restriction on parameter values is necessary for the existence of a steady state equi

librium it is not sufficient. In particular, the analysis of the banks’ problems in Section 3.3 was

predicated on F’ = cr’R > 1 and F’ = > 1 holding in equilibrium. Thus, a necessary and

sufficient condition for the existence of a unique steady state equilibrium is that the solution to

equations (51) and (52) satisfy
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> max(1/o1,1/o). (53)

A necessary and sufficient condition for (53), m turn, is that (51) he above (52) at the pomt

= max(1/o4, i/of); this is implied by the following two assumptions, which I maintain through

out the remainder of the analysis:

(A.1) (o.d + — 1)/irs >
— 4 — uf(l

— 4 —

(A.2) [-- ud(1 --r)frf]/pi > /( +r -1).

(A.1) and (A.2) require that rates of money growth must be sufficiently large for positive

nominal interest rates to be observed. As such, these constitute standard assumptions. Under

them, equations (51) and (52) have the configuration depicted in Figure 3.2, and they determine a

unique steady state equilibrium with strictly positive nominal interest rates.

3.5.3 Comparative Statics

In the following three subsections, I consider the comparative static consequences - for steady

state equilibria - of changes in the money growth rate of each country, of changes in the relative

output levels in the two countries, and of changes in liquidity preference paramaters respectively.

As indicated by equations (51) and (52), these are the fundamental determinants of both real

exchange rates and real interest rates in this economy.

3.5.4 Comparative Statics: Money Growth Rates

The result of an increase in the rate of domestic money growth is (partially) depicted in Figure

3.3. For real interest rates satisfying 1 > (1 — — r)R - which includes any equilibrium real

interest rate - an increase in 4 shifts the locus defined by (51) up and to the right in Figure 3.3.

Since the locus defined by (52) is unaffected by o’, the evident consequence is that an increase in

the money growth rate of the domestic country causes an increase in the domestic country’s real

exchange rate and an increase in the (world) real rate of interest. Since an increase in er’1 leads to

an increase in R, clearly it also leads to an increase in 1d (and If). The fact that the real rate is

affected by the increase in er also implies that the nominal interest rate in the domestic country

rises by more than the increase in the rate of inflation.

The rise in the real interest rate is due to the fact that money creation finances debt repay

ments. The increase in the real rate then raises the real income and demand of bond holders in
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both countries but, in particular, engenders an increase in the relative demand for foreign goods.

For foreign and domestic goods markets to be simultaneously re-equilibriated there is a reallo

cation of purchasing power away from domestic consumers of foreign goods and towards foreign

consumers of domestic goods; a real depreciation of the domestic country’s currency. Notably, then,

monetary changes cause both intra-national and inter-national redistributions of real income and

consumption.

The nominal exchange rate effects of a rise in o can be deduced as follows. Since the initial

real exchange rate - x1 - equals x, the change in the initial nominal exchange rate, e1 = iP/P, is

given by

(&ei/ô)(/ei)
= (ap/d)(d/j4) - (Op/od)(/p) + (8x/8)(/xi) (54)

The fact that p and p are predetermined implies that c9j4/&rd /0d=(); hence a change

in the rate of domestic money growth induces the same proportional change in the real and initial

nominal exchange rates. The nominal exchange rate then rises at the rate 0/f to keep the real

exchange rate constant at its new steady state value given (new) rates of price inflation.

The effect of an increase in , is depicted in Figure 3.4. Evidently, an increase in o does not

affect the position of the locus defined by (51), while it shifts the locus defined by (52) down and

to the right (for values of R satisfying 1> (1
— 4 — ir)R, which includes the equilibrium value

of R). Thus an increase in the rate of growth of the foreign money stock causes the real exchange

rate of the domestic country to fall, while it causes the (world) real interest rate to rise - as a

consequence of the same mechanisms described above. The effect on nominal interest rates, and

on the initial nominal exchange rate, induced by an increase in of is analyzed exactly as before.

Thus, a rise in CT’ causes the initial nominal exchange rate, e1, to fall in proportion to the decline

in the real exchange rate.

In short, increases in the rate of money growth in either country raise the (world) real interest

rate and depreciate the real value of that country’s currency.

3.5.5 Comparative Statics: Relative Output Levels

An examination of equations (51) and (52) indicates that an increase in the ratio y1/y’1 affects

neither the real rate of interest nor the equilibrium level of xy11d• Thus an increase in yf /y’1 leads

to a proportional decline in the domestic country’s real exchange rate. Here, however, there is no

change in the nominal exchange rate, as the change in yf1d induces a proportional change in the

ratio p/p (see equations (42) and (43)). In this sense, the initial impact of a change in relative
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output levels on the nominal exchange rate (zero) differs substantially from the initial impact of a

change in (either) rate of money growth.

3.5.6 Comparative Statics: Liquidity Preference Parameters

The relocation probabilities, 4, ir and ir govern the composition of money holdings between

domestic and foreign real balances in each country. Thus a change in any of these parameters

affects the composition of money demand in either country. Here I analyze the consequences of a

reduction in irs; the consequences of changes in other relocation probabifities is analyzed similarly.

For values of R > l/o” (and hence for equilibrium values), a reduction in ir causes the locus

defined by (51) to shift in a maimer similar to that associated with an increase in Since ir

does not appear in equation (52), a fall in ir has the same qualitative impact as an increase in the

domestic country’s rate of money growth. This should be an intuitive result, since a decline in

lowers the demand (ceteris paribus) for real balances of the domestic country; this has the same

qualitative consequences as a monetary expansion by that country.

3.5.7 An Example: The Case Of A Small Open Economy

The case of a small open economy is particularly simple to analyze; here we consider the case where

the domestic country is ‘small’. By ‘small’ I mean that the domestic country parameters have no

consequences for real (or nominal) interest rates - or prices - in the foreign country. This situation

arises 1ff 4 = 0, which I now assume. This restriction implies that small country residents hold

no foreign currency, and may be interpreted as the case in which small country demand for large

country goods constitutes a negligible fraction of the total demand for large country goods.

When 4 = 0 and Xt=Xt_1 hold, equation (41) reduces to, in a steady state equilibrium,

= (o — 4)/o’(l —4 — irs). (55)

Substituting this into (40) then yields

= (if1)[(t7d_ir)_ (i—ir)er’(a1 — r)/o.1(l—4 —irs)] (56)

which, like (51), represents a downward sloping locus in (x, R) space. While, from (55), the foreign

country’s parameters alone determine the world real interest rate, both domestic and foreign country

factors influence the steady state real exchange rate.

Evidently, then, an increase in d does not affect R, and hence an increase in the domestic

money growth rate has the usual ‘Fisher effect’ on the domestic nominal interest rate. Moreover,

from (56),
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(.d/r)(/8t,.d) = .d(xyf/yd)_l[1
— (1 — ir)(o —

4)/0J(i
— 4 — ir)]/ir > 0 (57)

describes the change in the real (and initial nominal) exchange rate. Since the foreign goods market

clearing locus is now independent of x (vertical at the steady state value of R), such a domestic

monetary change simply raises the steady state real exchange rate.

An increase in o does, of course, affect the equilibrium value of the real interest rate, as before,

and it induces the following change in the real (and initial nominal) exchange rate:

= _d(xyf /yd)-l[(1 - )4/(uf)2(1 -4- r)ir] <0. (58)

I wifi later use equations (57) and (58) to compare how changes in money growth rates affect

the real exchange rate under fixed versus flexible exchange rate regimes.

3.6 On The Indeterminacy Of The Real Exchange Rate

The steady state equilibrium analyzed in Section 3.5 can be thought of as a ‘fundamental equi

librium’; initial price levels are determined by the supply of money in each country relative to

output and, thereafter, money growth rates determine the rate of inflation.14 In this section I show

that there is a continuum of dynamical equilibria, indexed - in effect - by the initial real exchange

rate x1. In the sense just described, these are ‘non-fundamental equilibria’; in afl such equilibria

each country has an inflation rate that permanently differs from its money growth rate. By im

plication, these equilibria also have the property that the nominal exchange rate deviates from its

‘fundamental value’ at each date.

In addition, dynamical equilibria here have the feature that the real exchange rate either appre

ciates or depreciates permanently. It follows that real exchange rate appreciations and depreciations

can occur for ‘non-fundamental’ reasons.

3.6.1 Dynamical Equilibria

Solving equation (40) for R_1, substituting the result into (41), and rearranging terms yields the

following law of motion for Xt:

— dd + [oJf (1
— 4 — ir)(o — )/o.d(1

—
— r)]xt

(59)
— (uf — ir)yf + [7ryf(a1yf)(1

— 4 — i)/o.dyd(l
— ir —

which holds for t>l.

‘41f the economies were growing (at the same rate), inflation rates would be the difference between the rate of
money growth and the (common) rate of real growth in each economy.
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The equilibrium law of motion for Xt is depicted in Figure 3.5. Evidently, equation (59) has a

non-negative intercept, and differentiation of (59) yields the following slope for the equilibrium law

of motion:

d d
=

(f — )yf + [yf(fyf)(i —

— —

—

(60)

Since the steady state equilibrium satisfies (d
— r)/ir > xyf/yd (see Figure 3.2), it is apparent

that dx+,/dxt > 0 holds at any non-zero intersection of (59) with the 450 line. The same condition

implies that - at such an intersection
- dx+, /d < 1 holds. This confirms the uniqueness of the

steady state and establishes that it is asymptotically stable.

The asymptotic stabifity of the steady state equilibrium, of course, implies that the equilibrium

real exchange rate is indeterminate; there is a continuum of possible choices for the initial exchange

rate, x1, all of which imply different perfect foresight paths.’5 Some such equilibrium paths are

depicted in Figure 3.5. All such paths have the feature that the real exchange rate either appreciates

or depreciates permanently.

Once x1 is chosen, the time path for Xt is fully determined. Equation (40) then yields the se

quence while m and m are determined by (34) and (35). Equation (36) gives the equilibrium

sequence b + bfxt; the real bond values outstanding of the individual countries are indeterminate

(and irrelevant to allocations), and need be selected only to satisfy the government budget con

straints. The next section explores the properties of the equilibrium rates of inflation in the two

countries.

3.6.2 Inflation Rates In Non-Stationary Equilibria

Equation (34) implies that

M/j4 = m = + 7rd’y-xt;t 1. (61)

Thus

= [(.4,d + yt+i)/(lryd + 7ry’x)j; t 1, (62)

also holds. If x1 <x (where x is the steady state equilibrium value of the real exchange rate),

then Xt is an increasing sequence; it follows that /‘+1 > i/ox’. Iii other words, the domestic

151 should note that arbitrary choices of initial x may not be consistent with equilibrium. In particular, the choice
of Xi must produce a pair of nominal interest rate sequences I, i( satisfying I, I >1 for all t. Satisfaction of this
requirement is guaranteed if Xi is selected sufficiently close to x.
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country’s inflation rate will be permanently below its rate of money growth when its currency is

experiencing (permanent) real depreciation in equilibrium. Similar reasoning applied to equation

(35) establishes that

p+1/pt = o[(i4y1+ 4y!/at)/(7rcyf + 4yd/xt+i)] > o; t 1 (63)

holds. Clearly, these inequalities wifi be reversed if x1 >x is observed, since then Xt will be a

decreasing sequence.

3.6.3 Nominal Exchange Rate Depreciation

By definition,

(64)

holds. Using (62) and (63) in (64) gives (upon rearranging terms)

et+i/et = (ud /.f )(dyd+fyfx)(dyd+.fyfx )/(.dd+f I t+i)(4yd+4yt);t> 1.(65)

If x1 <x, then it is straightforward to verify that et+1/et > o/o•f holds, Vt> 1, ff1’

rr > 4ir. (66)

This condition is satisfied if the probability of within country relocation exceeds the probability of

cross-country relocation, and it certainly holds if either of the two countries is ‘small’ in the sense

defined in Section 3.5.

Equations (62), (63) and (65) yield a set of empirically testable implications that apply to

non-stationary equilibria. Specifically, countries whose real exchange rate is rising should - ceteris

paribus - have a lower inflation rate relative to their rate of money growth than countries whose

real exchange rate is falling. If (66) is satisfied, the rate of nominal exchange rate depreciation for

such countries should be high compared to their relative rate of money growth in contrast to that

of countries whose real exchange rate is falling.

3.6.4 Discussion

This analysis predicts that, in non-stationary equilibria that are undisturbed by changes in ex

ogenous variables, any country’s real exchange rate should either rise or decline monotonically.

Edwards (1989), in a study of real exchange rate behaviour in 33 developing countries, reports that

the time path of the real exchange rate in each country almost always fits one of four patterns.

Either the real exchange rate rises or declines (with minor exceptions) monotonically, or the real
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exchange rate rises (declines) almost monotonically up until some date, and then experiences an

(almost) montouic reversal.

The first two patterns are clearly consistent with the real exchange rate behaviour predicted

here, and the last two are as well in the presence of an unanticipated exogenous event. In particular,

suppose that a country has a rising real exchange rate, and that at some date T, an unanticipated

exogenous event reduces the new steady state exchange rate below XT. At this point there is a free

choice of ‘initial conditions’; one possibility is that there is no change in the real exchange rate at

time T. Since the real exchange rate will be above its new steady state value, the real exchange

rate must monotonically decline after that date. This is very consistent both with the empirical

findings reported in Edwards (1989, pp. 104-5), and with his interpretation of those findings.

As the foregoing discussion suggests, exogenous events can clearly be accompanied by ‘over

shooting’ or ‘undershooting’ of real and nominal exchange rates. Thus such phenomena are also

consistent with the present analysis.

3.6.5 A Conjecture

The close relationship between the asymptotic stability of steady state equilibria with money,

on the one hand, and the existence of sunspot equilibria on the other is a common theme of

the sunspot literature.16 The construction of sunspot equilibria in this context would not be

straightforward, and therefore an investigation of this connection in this model is left as a topic

for future investigation. However, I conjecture that it is possible for there to be equilibria where

the real exchange rate displays sunspot fluctuations. These fluctuations, if they can be observed,

would then be transmitted to the nominal exchange rate and to the price levels of the individual

countries.

3.7 Fixed Exchange Rates

This section describes the determination of a steady state equilibrium under a regime of fixed

exchange rates. Thus, in this section, I assume that et= eVt1 is given and fixed. How this exchange

rate is maintained will generally matter; therefore I begin with a description of government policy.

The policy regime I analyze is meant to resemble the Bretton Woods system in its central features;

in particular, I assume that one (large) country is free to set its own money growth rate and that

all other countries ‘accomodate’ their rates of money growth in order to maintain the fixed nominal

exchange rate target.

16See, for instance, Azariadis (1981), Peck (1988) and Woodford (1984).
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3.7.1 Government Activity

I assume that the foreign country is free to select its own monetary policy (within the limits implied

by the existence of an equilibrium), and that it behaves exactly as described in Section 3.4. Thus,

M > 0 is given and fixed, and the foreign country selects a value o’ that governs its money growth

rate after the first period; that is,

Mf1/M/o>1;tl. (67)

M must be endogenous as before.

The domestic country must adjust the time path of its money supply in order to maintain the

fixed nominal exchange rate at each date. At t=1 this is accomplished by levying a lump-sum tax

of -r1 (in real terms) on the initial old agents; thereafter M is endogenous, and

= o;t> 1 (68)

must be satisfied in a steady state equilibrium (which is clear from (13) and (131) when et+i/et = 1

and Xt+i/Zt = 1).

In the initial period, (44) determines p. Once the initial real exchange rate x is determined

(see below), p = ep/1 must hold. Thus Ti must be selected so that

Mff/p — = xiMg/epf —
= xiMgy’/M — (69)

3.7.2 A Steady State Equilibrium

The set of steady state equilibrium conditions is exactly as described in Section 3.4, except that

equation (69) replaces (42). Tn addition, 0.d = 0•f holds. Thus a steady state equilibrium satisfies

(51) and (52) when o = o is imposed; that is

= {oJ
— — (1— ir — ir)R]/ir, (70)

.d/[.ul.f(1lrfTf)o.fRd] (71)

Equations (70) and (71) have a unique solution (depicted in Figure 3.2) which satisfies Rr > 1

Hf

(A.3) ((cry +ir- 1)/irs)> 4/( +ir -1). ‘7

17(A.3) is just (A.1) and (A.2) with 0A = 0j imposed.
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Evidently, the choice of the fixed nominal exchange rate value has no implications for the

equilibrium real exchange rate, or indeed, for any equilibrium quantities other than the domestic

price level. This result is of some importance, since in discussions of the EMS’8 it is often suggested

that the nominal exchange rate between currencies should be selected (given initial price levels) to

yield (approximate) purchasing power parity. Since purchasing power parity wifi (generically) not

hold at any date (or asymptotically) here, such policies will not prevent the necessity of domestic

price level adjustments. Here such adjustements would be accomplished by varying rj.

Once the equilibrium values of x and R are determined, all other equilibrium quantities (except

p) are determined as in Section 3.5. As noted, all of these - except for the domestic price level

sequence p - are determined independently of the choice of e.

3.7.3 Comparative Statics

lii this section, I analyze the steady state equilibrium consequences of a change in the (common)

money growth rate, o-1. These will generally differ from the consequences of changes in either the

domestic or foreign money growth rates in the flexible exchange rate case, since here both money

growth rates must move together. Other comparative static results do coincide with the flexible

exchange rate case; therefore they are not reconsidered here.

As will be demonstrated, the effects of a change in cr’ for the real exchange rate are necessarily

ambiguous since both the domestic and foreign goods markets are affected. To simplifr calculations,

I henceforth comfine attention to the case where the domestic country is ‘small’. Thus, in the

remainder of this section, I assume that 4=0. This case is adequate to illustrate the general tenor

of the results obtained.

‘When 4=0 holds, equation (55) continues to describe determination of the real interest rate.

(56) gives the real exchange rate when o = o- is imposed; that is

= [(oi
— 4) — (1 — )(0.f

— 7rç)/(l — ir — 7r)]/ir. (72)

Thus

8R/Oo4 = 4R/o.f(o.f — irç) > 0, (73)

and

= [1 — (1 — ir)R]/ir — [(1 — ir’/7r]aR/oo. (74)

18Williamson (1985, 1993) for example, discusses criteria for estimating fundamental equilibrium exchange rates in
the context of countries’ choices of central exchange rate values in managed rate systems (and the EMS in particular).
See also Kenen (1988) and Krugmau and Miller (1992).

161



Under flexible exchange rates

= [1 — (1 — ir)R]/Tr > 0 (75)

9(xyf /Yd)/9o = —[(1 — iro/ir]aR/c9o < 0, (76)

(evaluated at 0,d = f). Since R and OR/8u1 are unaffected by the choice of exchange rate

regime, a comparison of equations (74)-(76) indicates that

&e/t9od f1eib1e> 0x/Uo fi,r,.ed> f1eiib1e

Thus, the fact that the maintenance of a fixed exchange rate requires both money growth rates

to move together weakens the impact of a change in the (common) rate of money growth, relative to

a regime of flexible rates. In particular, when the impact of an increase in o on the real exchange

rate is positive under fixed exchange rates, it is smaller than the positive impact of an equivalent

change in o under flexible rates. Similarly, when an increase in a1 reduces x under fixed rates,

the absolute value of the change in x is smaller than the absolute value of the (negative) change in

x that would be induced by an equivalent increase in cr1 under flexible rates. This result reflects

the fact that a change in the money growth rate o now induces a reduction in the purchasing

power over goods of currency holders in both countries, and requires simultaneous adjustment of

the real interest rate to satisfy the government budget constraint in both countries. Thus, the

international reallocation of purchasing power needed - in the form of real exchange rate changes -

to simultaneously re-equilibriate both goods markets is reduced.

In order to obtain the sign of ôx/ôu in a fixed rate system, substitute (73) into (74) and
rearrange terms to get

ô(xy1/yd)/crn
= [cry 4 — (1 — )cr R]/(cr1

— 4)
= xyf/yd(o _4_ (4 )/(.f —4) (77)

where the last equality makes use of (55) and (72). Then

Proposition 1. (a)Suppose that 4. Then O/o4 >0. (b)b/8crf <0 if
(i — 4)/.f >

Thus, when the nominal exchange rate is fixed, an increase in the common money growth rate

can either raise or lower the equilibrium real exchange rate.
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3.8 Reserve Requirements And Exchange Controls

In this section I examine how the imposition of either reserve requirements or exchange controls

impacts on the equilibrium values of the real (and, under flexible rates, nominal) exchange rate, and

on the real rate of interest. I focus here on steady state equilibria; for fixed exchange rate regimes

these are the only equilibria examined, while for flexible exchange rate regimes I have shown that

any non-stationary equilibria asymptotically approach the steady state. Thus, in the latter case,

the analysis of this section is informative regarding the long-run impacts of these regulations on

dynamical equilibria. Finally, in order to simplify the exposition, I focus throughout on the case

where the domestic country is small; thus r=0 is assumed to hold.

3.8.1 Domestic (Small) Country Reserve Requirements

Imagine that banks in the domestic country are subject to a binding reserve requirement; that is,

they are obligated to hold a minimum amount of domestic currency per unit deposited. Such a

requirement is represented by the regulatory restriction

d-... d fd1.
‘Ydt

— ‘ d, ),

The assumption that > ir, of course, implies that the reserve requirement is binding.

Banks in the domestic country now must solve the problem’9

(P.3) max irlnr + (1 — i4’)lnr

subject to (9) to (11), (78) and non-negativity, and where I have used the assumption ir=0. The

solution to this problem clearly sets -y = y; the solution to the problem of banks in the foreign

country is obviously unaffected. In addition, (13) must continue to hold to preclude arbitrage

opportunities.

With TrfrO, the money market clearing conditions now become, in a steady state equilibrium,

(compare with 34 and 35)

md = 7yd+yf, (79)

m1 = rçy’. (80)

consider here only legal restrictions on banks that do not cause some savings to leave the banking system.
Disiutermediation will generally be a possibility, but only if the legal restrictions imposed on banks are sufficiently
severe. Thus the focus in the text is on ‘mild’ but binding restrictions.
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The bond market clears in a steady state equilibrium if (13) and m’ + b’ + x(m1 + bf) d + xy1

hold, and goods market clearing obtains in each country in such an equilibrium if

= md/s + (1 — ydR, (81)

= m/o + (1
— 4 — (82)

Using (79) and (80) to eliminate m and m from (81) and (82) yields the following steady state

equilibrium conditions:

= (yd+fyf)/eyd+(1_)ydRdd, (83)

= (4y’)/o+(1—4—ir)yR. (84)

Evidently, the choice of reserve requirement by the (small) domestic country has no effect on

which is determined by foreign goods market clearing alone. From (83), then,

_yd/.fyf <0.

This should be intuitive; an increase in the domestic country’s reserve requirement raises the

demand for its currency, and so its goods, with consequences opposite to those of a monetary

expansion; a real appreciation of that country’s currency is observed which offsets the rise in

domestic goods demand with a reduction in the purchasing power of foreign consumers of those

goods. Since the regulatory actions of the smafl, domestic economy do not affect the time path of

the price level (in either country), an increase in the reserve requirement of the domestic country

moves the nominal exchange rate in its favour as well under a regime of flexible exchange rates.

3.8.2 Foreign (Large) Country Reserve Requirements

I now consider the consequences of a reserve requirement imposed by the large, foreign economy.

Its banks face the regulatory restriction

(85)

The assumption that 4 > 4, again, implies that the reserve requirement is binding. Domestic

banks are assumed to be unencumbered by the reserve requirement.2°

Banks in the foreign country are now faced with the problem

20The analysis would be unaltered if domestic banks faced a binding reserve requirement that is held fixed.
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(P.4) max 4in4, + (1 — — ‘r)lnr(,

subject to (18)-(20), (85) and non-negativity. The solution to this problem is easily shown to

set = and

= ir{(1 - 4)/(i -4)] <ir;t> 1, (86)

where (13) must continue to hold. (86) shows that a foreign country reserve requirement causes

foreign country banks to reduce their holdings of domestic real balances in proportion to the

rise in their holdings of foreign real balances. The same is true of their bond holdings since

(1-
- ) = (1-4_ r)[(1

-

y)/(1 -4)] <(1-4- 7r);t 1.

The money market clearing conditions in a steady state equilibrium under this regime are now

m’ = dyd+fyfx(1_7ff)/(1_4), (87)

m1 = (88)

and, again, the bond market clears in such an equilibrium if(13) and md+bd+(mf+bf) = yd+xyf

hold. Goods market clearing now obtains in the steady state if

= md/o.d + (1 — rjydR, (89)

= m’/’+(1—7ç—7)i/R. (90)

From (86)-(90) the following steady state equilibrium conditions are obtained:2’

= (yd+ yfx(l_)/(l_4))/ud+ (1—ir)y’1R, (91)

= (7çyf)/o.f +yfR(1—4)(1 —4 —ir)/(i—4). (92)

Again, R is determined in the foreign goods market, (and so is directly affected by the imposition

of a reserve requirement in the large country), while the steady state value of x follows from the

domestic goods market clearing condition (91).

Straightforward differentiation of (92) yields that = (o — 1)R/(o — -yç)(i —y) > 0.

Thus, an increase in the reserve requirement on (large) foreign country banks raises the real interest

rate by causing a fall in the real value of bonciholdings which more than offsets the effect for foreign

goods demand of the rise in foreign country currency holdings. Upon differentiating (91), some

manipulation yields

21j is easy to show that these conditions have a unique solution with positive nominal interest rates in each country
if o and cr’ are set sufficiently large.
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= (xyf /d)
- - - r)/(l - - 4)/(i

-

which is ambiguous in sign.

An increase in the large foreign country’s reserve requirement reduces the (foreign) demand for

real balances of the (small) domestic country and also, therefore, the foreign country’s demand

for domestic goods. This tends to raise the real exchange rate of the domestic country; a real

depreciation of the domestic currency raises the purchasing power of foreign agents in domestic

markets. However, the increase in the world real interest rate described above raises the income of

bondholders, raising the domestic demand for domestic goods and so tending to reduce the steady

state real exchange rate of the domestic country; a real appreciation of the domestic country’s

currency will reduce the purchasing power of foreign agents transacting in domestic goods markets.

The net effect on the real exchange rate depends on the relative magnitude of these two factors.

The same comment, of course, applies to the initial nominal exchange rate under a flexible nominal

exchange rate regime.

Another consequence of foreign country reserve requirements is that they magnify the impact

of monetary policy changes which take place in the large foreign country. In particular, a given

change in o•f has a larger impact (in absolute value) on both R and x (and hence, under flexible

exchange rates, the initial nominal rate as well) when a binding reserve requirement is imposed.

Thus reserve requirements can be employed not only as direct instruments of policy, but can also

be used to augment the effectiveness of other policy measures.

3.8.3 Foreign (Large) Country Exchange Controls

Another common policy intervention is the imposition of controls on foreign exchange holdings.

‘When the domestic country is small its residents hold no foreign currency; hence I consider the

consequences of foreign exchange controls imposed by the large foreign country on its own residents.

Such controls here take the form of a requirement that

-c r e [O,ir), (93)

so that the fraction of the value of total assets that can be held as foreign currency is limited by

regulation. The fact that <irs implies that the foreign exchange control is binding on foreign

banks.

The problem of these banks is now to maximize
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(P.5) 4inr + irinrj + (1 —
—

ir)lnr(,

subject to (18)-(20), (93) and non-negativity. The solution to this problem obviously sets
= , and in addition,

4t =4[(l—-y)/(1—ir)];t> 1, (94)

holds. Thus, foreign exchange controls cause foreign country banks to increase their holdings of

foreign real balances in proportion to the reduction in their holdings of domestic country real

balances. Similarly, (l
— —

= (1 — 4 — )[(1 — )/(1
—

> (1 — 4 —

r)]; t> 1.

It is straightforward to verify that - in the presence of the binding exchange control - the goods

market clearing conditions in a steady state equilibrium take the form22

(yd+yfx)/c,.d+(l_)ydR, (95)

= —ir)(1—-y)/(l—r). (96)

Differentiating (96),

= (1
—

i)/(l
— 4 — ir)(l — > 0.

Differentiating (95) then gives

= _(xyf /d)/
— [o(i — /jc9R/Oy <0.

Thus a relaxation of exchange controls in the large foreign country (an increase in ‘y) tends to
raise the real interest rate and lower the real exchange rate of the domestic country. Conversely,

then, the imposition or tightening of exchange controls on foreign country banks acts to reduce the

real interest rate and raise the real exchange rate of the domestic country.

Reserve requirements and exchange controls imposed by a large country are not, then, equally

good instruments for manipulating either real or nominal exchange rates. Notice that both an

increase in reserve requirements and a tightening of exchange controls operate to raise the foreign

country demand for foreign country real balances (and goods). However, the two policies have

different effects on the demand for bonds and so on the real interest rate and bondholder income and

demand for domestic country goods. An increase in reserve requirements acts to reduce the demand

22A unique steady state equilibrium with P,i >1 exists if o and o are sufficiently large.
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for bonds by foreign banks and so raises the real interest rate. The opposite effect follows from a

tightening of exchange controls, which operates to raise the demand for bonds by foreign banks and

so reduce the equilibrium real interest rate. Thus, increasing the stringency of foreign exchange

controls unambiguously reduces the demand for domestic country goods (both foreign agents and

bondholders now have lower real income) and therefore unambiguously raises the steady state

equilibrium real exchange rate. This real depreciation of the domestic country’s currency offsets the

fall in demand by increasing the purchasing power of foreign agents over domestic goods. However,

as shown above, reserve requirements engender an ambiguous real exchange rate response. This

observation is suggestive of why governments often object to the imposition of exchange controls

by other countries, whereas the manipulation of reserve requirements rarely draws inteniational

comment.

3.9 Conclusion

I have developed a two-country model in which spatial separation and limited communication

create a role for money and in which stochastic relocation - which acts like a liquidity preference

shock - creates a role for banks. Money and banking behaviour together play a central role in the

determination of real and nominal exchange rates in this economy. In particular, spatial separation

allows permanent deviations from purchasing power parity to be observed, and monetary factors

are ‘fundamental’ determinants of the steady state equilibrium real exchange rate.

The model can account for at least three empirical regularities that were discussed in the

introduction. First, the impact of monetary factors on real exchange rates in this economy is

consistent with evidence supporting the importance of nominal disturbances for real exchange rate

fluctuations. Second, the initial impact of monetary policy changes is the same for both real and

nominal exchange rates, which is suggestive of why the real and nominal exchange rates appear to

move together during flexible exchange rate regimes. Third, under a fixed exchange rate regime,

the impact of monetary factors on the real exchange rate is muted. This is consistent with the

observation that real exchange rates have been less volatile under fixed than under flexible exchange

rates over the last thirty years.

I also find that under flexible exchange rates there exists a continuum of ‘non-fundamental’

dynamical equilibria, so that the real and the nominal exchange rates are indeterminate. Dynamical

equilibria have the property that cross-country differentials in real interest rates are observed, and

that rates of inflation and currency depreciation deviate from what would be expected on the basis

of money growth rates alone. Moreover, dynamical equilibria generate real exchange rate paths
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that are widely observed in data from developing countries.

The existence of a continuum of perfect foresight equilibria under flexible exchange rates is

suggestive of possibilities for future investigation. For example, one can consider notions of nominal

exchange rate overshooting and undershooting of the following form. Consider a world economy

in a steady state equilibrium, if there is an increase in, say, the domestic country’s money growth

rate, this will raise the steady state real exchange rate. However, there also exists a continuum of

equilibria in which the initial real exchange rate in the new equilibrium is either above or below its

new steady state value, and in which the real exchange rate asymptotically converges to the new

steady state from its ‘over’ or ‘under-shot’ initial level. This interpretation seems to be consistent

with at least some empirical evidence on the behaviour of real exchange rates.

The model also makes a number of empirical predictions which I intend to pursue in future work.

For example, under flexible exchange rates, xy1 / y’ should be positively (negatively) related to 4

(o.f) in the steady state (and hence in the ‘long-run’ under non-stationary equilibria). In addition,

again under flexible exchange rates - and with reference to steady state equilibria - changes in

rates of money growth initially induce an identical proportional change in real and nominal rates

of exchange. The same is not true for changes in real factors, since these influence the initial price

levels. With respect to non-stationary equilibria, countries whose real exchange rates are rising

(failing) should have rates of inflation below (above) their rate of money growth (less the real rate

of growth). These are implications of the model that can be easily investigated empirically.

While these results have been obtained in a model where a number of simplifying assumptions

have been made, I conjecture that most of them wifi survive generalization. For instance, having

multiple goods, with some being internationally traded and others not, is a conceptually straight

forward extension. So is a consideration of more general utffity functions, or an examination of a

world with non-unitary savings rates. Finally, some introduction of stochastic elements is straight

forward - as in Champ, Smith and Williamson (1992) - and I conjecture that some version of all of

my results will obtain in such extensions.
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