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PREFACE

The present publication contains a description of the use of a new computer tech-
nology, microcomputers, for processing population census and housing data.1

This document has been prepared in response to the continuing concern of the
United Nations Fund for Population Activities and the United Nations Statistical Office
to provide appropriate and cost effective advice to developing countries in the preparation
for and execution of their censuses of population and housing.  The rapid advances of
computing technology in the last decade, especially those emerging in the area of micro-
computer technology, provide significant new opportunities for developing countries to
improve substantially the effectiveness of their statistical data processing operations.
Such improvements are capable of being realized in all phases of operation, from plan-
ning and management through data processing to data and analytical services that can
now be delivered to end users of the data.

The publication consists of seven chapters and an annotated bibliography of further
references in the subject and related areas.  Chapter 1 is an introduction to the paper and
various aspects of the subject material.  Chapters 2 and 3 focus upon the technological
factors that are leading to the growth of microcomputer based markets, the substantial de-
centralization of functions that the technology encourages, and the redistribution of re-
sponsibilities and requirements that these shifts produce.  Chapter 4 discusses the applica-
tion of microcomputers to specific areas in census data processing, with emphasis upon
the functionality of the software that should be used in specific areas to obtain maximum
assistance from a computer based processing strategy.  Chapter 5 raises a number of new
issues that arise in introducing microcomputers into statistical and other data processing
activities.  Chapter 6 provides a glimpse into a number of areas in which microcomputers
may be useful in the future, and which are likely to be of some importance soon for na-
tional statistical offices.  Chapter 7 provides a concluding summary of the document.

The work for this and a complementary companion paper2 were sponsored by the
United Nations Fund for Population Activities.

                                                
1 This document has been prepared by George Sadowsky, who is currently Director of Academic Computing

and Network Services at Northwestern University, Evanston, Illinois, U.S.A.,  and was formerly a staff member
of the United Nations Statistical Office as Technical Adviser in Computer Methods.  The opinions expressed in
this paper are those of the author and are not necessarily those either of The United Nations or of Northwestern
University.

2 International Statistical Programs Center, Population Census Data Processing on Microcomputers.
Prepared for and available from the United Nations under project INT/88/P09.  U.S. Bureau of the Census,
February 1989.
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The Use of Microcomputers for Census Data Processing

1. INTRODUCTION

Background

The year 1990 marks the one hundredth anniversary of
the first application of automatic computing equipment to
population censuses in the world.  In 1880, frustrated by the
long delays inherent in processing manually census data
collected from a population of then about 45,000,000 per-
sons, the U.S. Bureau of the Census commissioned Herman
Hollerith to design and construct data processing machinery
capable of tabulating census results rapidly and automati-
cally.  Hollerith's equipment was available in time for the
U.S. 1890 census, and was successful in reducing the
overall processing time by approximately a factor of four.

Hollerith's electromechanical accounting equipment of
1890 evolved in complexity, capacity, and speed, and found
increasing uses in other areas of government and business as
well.  A major step forward occurred in the 1940's with the
invention of the electronic digital computer.  Operations that
took seconds on electromechanical processing equipment
now took thousandths of seconds on the newly invented all-
electronic equipment.  The first commercial computing
company, the Eckert-Mauchly Computer Company, was
founded in 1947 and was absorbed by the Remington Rand
Corporation in 1949.  So important was the population cen-
sus that the first unit of its first computer model, a Univac I,
was delivered to the U.S. Bureau of the Census in 1951 and
was used to process the 1950 U.S. Decennial Census of
Population.

Today we take for granted the use of electronic comput-
ing equipment not only for processing census data, but also
for processing data from many large scale statistical and
business operations.  Much of the world's administration,
research, and commerce depends critically for success upon
current large scale computing equipment that is directly de-
scended from the pioneering developments of the 1940's.
The resulting computing techniques can provide substantial
assistance to developing countries in improving the quality
of governmental administration, the rate of economic devel-
opment, the effectiveness with which scarce national re-
sources are managed, and the adequacy of the statistical in-
formation base for policy planning and implementation.

Major changes have taken place in electronic computing
technology since the 1940's.  Computer hardware has be-
come smaller, more reliable, and less expensive each year;
over the entire period, the performance-price ratio has in-
creased by about 25-30% each year.  Likewise, computer
software, i.e. the programs and user environments that in-
struct the hardware to perform useful work, has evolved
substantially in the direction of ease of learning and use.
Such evolution has made possible the widespread introduc-

tion to and use of computers by individuals who are not
computer professionals and who have little if any technical
training.

Prior to the 1980's, statistical data processing was per-
formed on either mainframe computers or minicomputers.
These computers were large, complex, and expensive.  In
addition to their large capital cost, they required substantial
investments in site preparation and operation in order to
function properly.  They also required staff with
professional skills in computer operations, and system and
application programming in order to exploit their
capabilities usefully.

In the late 1970's and early 1980's, a different computing
environment began to emerge, one that was qualitatively
and quantitatively very different from its predecessors.  Mi-
crocomputers are characterized by small physical size, rela-
tively low cost, tolerance toward a broad range of environ-
mental conditions, and a lessened dependence upon special-
ized technical personnel.  Microcomputing today is often
characterized as desktop computing, reflecting the fact that
microcomputers are sufficiently small to occupy only a frac-
tion of the work surface of a typical office desk.  The
method of use of microcomputers is different; it provides
personal computing, in which the new computer systems are
oriented to serve one person at a time, employing a user
interface often more powerful than what was previously
available on microcomputers or minicomputers.

The rapid evolution of microcomputing technology and
its increasing importance within the overall spectrum of in-
formation processing is much more than just a continuation
of the overall technical progress in computing technology.
Size, cost, reliability and convenience have reached the
point where there has been a very significant qualitative
change in the nature of computing services available.  The
emergence of a mass market in hardware and software and
the resulting explosion of entrepreneurial effort and prod-
ucts, as well as the emergence of radically different and
more productive computer interfaces and environments, can
be regarded more as a fundamental revolution in
information technology than as a continuation of earlier
trends.

Objective

This document addresses the nature of this revolution
and its implications in particular for the use of
microcomputers for census data processing in developing
countries.  Much of this material is also applicable to other
forms of statistical data processing, and a part is applicable
to the use of microcomputers by anyone, either in
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developing or developed countries, for any of a wide range
of applications.

The primary objective of this document is to provide a
guide to experience in the use of microcomputer technology
for the processing of censuses of population and housing in
developing countries.  The primary audience for the docu-
ment consists of administrators and managers of statistical
activities who may wish to exploit this technology, and the
text is written with the intent of providing a view for them
of the managerial and operational implications of such use
based upon technical and product alternatives that currently
exist.

There is a substantial secondary audience toward whom
this document is also addressed, consisting of technical and
professional staff members who may be responsible for de-
tailed implementation of microcomputer-based statistical ac-
tivities, including censuses of population and housing.  In
practice, these two groups must work together in order to
implement successfully any large scale statistical operation
such as a census, and their spheres of knowledge must over-
lap to some extent so that each group will have an
appreciation of considerations affecting the overall
processing strategy.  In order to address the concerns of the
second type of reader as well as enrich the technical knowl-
edge of the first, specific technical material and technical
elaboration of text appears for the most part in footnotes
throughout the document.

This document is a companion to the document, Popula-
tion Census Processing on Microcomputers , produced by
the International Statistical Programs Center of the U.S.
Bureau of the Census.  That document is an extension of the
POPSTAN series, which provides a thorough and com-
prehensive operational treatment of census activities in a
hypothetical country.  In contrast to the ISPC document, this
document does not provide a methodical or a cookbook
approach to census data processing activity; rather, it

attempts to reflect actual experience gained in developing
countries that have used microcomputers for census data
processing as well as for other statistical activities.

It is important to note that this version of this publication
has been written in early 1989.  Its contents therefore reflect
the state of computing technology, both hardware and
software, at that time, as well as the perceived state of
census data processing knowledge and practice then in
developing countries.  The material contained in this
publication is therefore, like much information in computing
and data processing, subject to relatively rapid decay.  In a
few years, the products and other options available are
likely to combine to make this publication increasingly
obsolete.

Developing countries are a relatively heterogeneous
group, each having strengths and weaknesses that affect
their rate and direction of development.  The present
document attempts to span a wide variety of skills and needs
present in developing countries, with the knowledge that in
its entirety, it is not applicable directly to any one such
country.  Nevertheless, it is hoped that much of the content
will be useful for obtaining an effective and operational
understanding of the role that microcomputer technology
can play in census data processing, and the various ways in
which developing countries can harness this technology to
promote their interests.  In this regard, this document
provides a technical and organizational overview of the new
technology and its implications, and a context within which
countries can understand the alternatives available to them
and make informed choices among them.

Finally, this document tells only a small part of a much
larger story involving statistics, census data processing, and
computing products and techniques.  An annotated bibliog-
raphy is provided at the end of this document, with annota-
tions providing some guidance regarding the content and
relevance of material in each of the references.
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2. MICROCOMPUTERS AND COMPUTING IN DEVELOPING COUNTRIES

Background

The microcomputer environment available today is the
result of technical progress that started in the mid-1940's
with the development of the first electronic digital com-
puter.  In the intervening four decades, electronic data pro-
cessing (computing) equipment has become affordable and
usable by most if not all national statistical offices in the
world.  This progress has been achieved largely due to a
rapid and sustained rate of technical progress in the underly-
ing electronics technology coupled with continuous intellec-
tual and commercial efforts to make computing equipment
easier to use.1   The cumulative effect of technical progress
over 40 years has driven the cost of raw computational
power and capacity to very low levels, while advances in
software and the now emerging mass market for computer
based tools has caused software prices to fall almost
correspondingly.

Two major components contribute to the power and util-
ity of computing equipment, hardware and software.  The
hardware comprising a computing system consists of phys-
ical equipment  including electronic circuitry, magnetic
storage media, input and output devices including devices
for user interaction such as a keyboard and screen, and de-
vices for communication using external transmission facili-
ties to exchange information with other computing systems.
The software that is executed on a computer system consists
of the specific instructions that tailor the computer to be
useful for specific tasks, such as data editing or data
tabulation.

Hardware is often characterized by its generation.  First
generation hardware was prevalent in the 1950's and con-
sisted of circuits based upon vacuum tube technology.  As a
result, first generation computers were very large and
expensive, required very large amounts of electrical power,
and failed frequently.  Second generation hardware in the
early and mid-1960's was characterized by the use of
discrete transistor technology, while third generation tech-
nology was characterized by some initial small scale
integration of components in the fabrication process.

Given the substantial progress in electronics technology,
it is difficult and perhaps meaningless to categorize current
hardware in terms of precise generation numbers.  Each suc-
cessive significant identifiable improvement has led to
equipment that is smaller and less expensive, consumes less
power, and is more reliable than its predecessors.  However,
a very major step forward occurred in the early 1970's with
the invention of solid state integrated circuits that could be
                                                

1 While there are many measures of rates of change in the underlying
technology, a good rule of thumb in the past has been to assume that the
cost/performance ratio of computing equipment will be declining by
approximately one-half every two years.

reproduced automatically and in large quantity by precise
photographic techniques, replacing the predominantly man-
ual assembly methods that had characterized prior computer
manufacture.  In particular, such solid state circuits could be
designed that would include all circuitry necessary for a
complete computer processor; such circuits are called
microprocessors or microprocessor chips.  Similarly,
memory circuits and circuits for other computer hardware
tasks were designed and have provided recent and current
computer designers with a wide range of miniature circuits
on chips from which to construct computing equipment of
all sizes.

While advances in electronics technology have
benefitted all sizes of computing systems, the emergence of
microchip technology have made possible economical and
useful small scale computing.  The granularity or minimum
size in which computing power can be obtained has changed
radically; while in the 1960's it was not possible to purchase
complete useful computing systems for less than
US$250,000, complete systems having far more power can
now be purchased for US$3,000.  These inexpensive com-
puting systems, based upon microelectronic chips including
microprocessors, are generally referred to as
microcomputers or microcomputer systems.

Microcomputers are best characterized by their physical
size rather than by the functionality or power of computing
that they provide.  Microcomputers are generally placed on
a part of a desktop, although sometimes the main unit may
be placed on the floor or on a shelf nearby.  Microcomputers
are often modular, i.e., they may consist of separate proces-
sor, display, and keyboard parts, but they may also be inte-
grated.  Most microcomputers are meant to be used by one
person at a time, but there are now multi-user microcomput-
ers that are starting to have an impact on statistical data
processing operations.2

It is more difficult to characterize what a microcomputer
is by its power or functionality, since current microcomput-
ers now often have as much computing power as minicom-
puters and mainframes that were considered quite powerful
machines ten or more years ago.  Technical progress in the
underlying computing and electronics industries affects all
scales of computing machinery, so that the power and func-
tionality of any scale of computing is destined to migrate to
smaller scales of computing over time.

                                                
2 In particular, variations of the Unix operating system have been

implemented that run on larger microcomputers and that provide a time-
sharing environment on an inexpensive hardware platform.  Although such
systems are not in common use at present for statistical data processing, the
benefits of shared computing environments that make shared
minicomputers so useful are equally applicable to the microcomputer
environment.  Multi-user microcomputers are therefore likely to play a
larger role in the future of statistical and census data processing than they
do in the present in both developed and developing countries.
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Low cost is a characteristic of microcomputer
technology that has existed since its beginnings and that is
likely to continue.  Microcomputers are inexpensive relative
to larger computers; their relatively low cost makes it
economically practical for them to be used more in a role of
assistant to individuals rather than being regarded as a
scarce resource that must be kept constantly busy to justify
its economic existence, as was generally the case in the past.

Microcomputers are physically compact and relatively
light, and can therefore be transported easily.  In addition,
microcomputer technology is generally not at the frontier of
technical progress or extremely fast or capacious, making it
relatively easy to obtain export permission and licenses for
microcomputers and related equipment.

Microcomputers may be connected in such a way that
they can exchange programs and data electronically.  The
mechanism by which they perform the exchange is called a
local area network, or LAN.  The adjective local area refers
to the geographic compactness of the network; generally
such networks are installed within the same room or set of
adjacent rooms in a building, and they are almost always
contained within the same building.  They are meant to
serve a specific work group, consisting of persons working
on the same or interrelated tasks.  The use of a local area
network allows the sharing of resources and data by all mi-
crocomputers attached to the network and make statistical
data processing operations more effective, although it is not
a necessary component of using microcomputers.

Local area networks generally connect a number of
smaller microcomputers to a larger microcomputer which
functions as a server.  This system provides services to the
other computers.  It is likely to have a large fixed disk, and
so can provide file access and storage services for the other
systems on the network; if so, it is referred to as a file
server.  It may also have a printer attached to it that can be
shared via the network connection by the other systems; it
can then be referred to as a print server .  The servers are the
primary mechanism by which resources on the network are
shared.

Because of the importance of the services provided by
such servers to the rest of the network, sometimes two such
servers are included in a network configuration so that if
one fails, the other can take over and provide the services
required to keep the network operational.  Such a
configuration is somewhat similar to having a spare central
computer that can be pressed into service almost
immediately should the primary central computer fail.

For the purposes of statistical data processing activities,
networks characterized by moderate transmission speed will
generally be sufficient.  Such networks are moderately easy
to set up and operate, and are increasingly easy to obtain
export licenses for, for shipment to most countries.

The small size and cost of microcomputers allow data
processing tasks to be distributed in a way that was not pos-
sible with larger computer systems.  Computing power can
be decentralized geographically, since each microcomputer
can be made physically independent of others.  Computing
power can also be specialized; specific microcomputers can
be dedicated to specific functions rather than requiring a
large central computer to perform several different func-
tions.  Perhaps most important, demands for additional
computing power can be satisfied by acquiring more micro-
computer systems rather than having to replace a large com-
puter system with a larger one.

Parallel changes in software technology are equally im-
portant.  Software consists of instructions, written by pro-
grammers and users, that computing hardware executes in
order to perform tasks.  These instructions are organized
into modules commonly called computer programs.  These
programs are executed quickly (at electronic speeds) and
unforgivingly; an error in the set of instructions comprising
a program will be executed as specified at the same
electronic speeds as the correct sequence of instructions
would have been executed.  One of the major challenges of
software technology today is to develop methodology that
will allow the construction of correct programs efficiently.

Early software technology was rudimentary and expen-
sive; software specialists called programmers were required
to instruct computing systems in a language closely corre-
sponding to the circuitry of the hardware on which the pro-
gram would be executed.  Over time, intermediate layers of
software have been created which have allowed users to
specify programs and procedures to computers in a form
more closely resembling the task to be performed.  The most
important of these intermediate layers are: (1) the operating
system, which controls the hardware resources of the
computer directly; (2) language processors, which allow
programs to be written using language constructs reflecting
the logic of the program rather than the structure of the
hardware; and (3) the user interface (including
documentation), which allows less technical users to control
the computer directly.1  For most people familiar with
computers today, the characteristics of the user interface and
the applications for which programs exist are the most
important aspects of a computer system.

Because of their small size and relatively low cost and
their use in playing games, microcomputers are sometimes
regarded as frivolous and not serious alternatives to earlier
                                                

1 The operating system and the user interface often overlap.  An ex-
ample is provided by Apple's Macintosh operating system, which hides the
basic operating system as much as possible under a graphic, icon-oriented
user interface that is easy to use and subsumes functionally many operating
system characteristics.  A somewhat different approach is being taken by
IBM/Microsoft in their development of OS/2, in which the basic operating
system is readily available, but the Presentation Manager layer is available
for users who prefer to be a level removed from operating system
complexity.
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forms of computing.  This was an attitude adopted in the
early days of microcomputing by many computer
professionals who were then oriented strongly to using large
computers, and who in addition perceived the breakdown of
central control over computing resources and computer
based operations that microcomputer technology would
eventually lead to.

It is extremely important to recognize that
microcomputers are not frivolous and are not toys; nothing
could be further from the truth.  Rather, they are the leading
edge of a fundamental set of changes in information
processing technology that will result in a widespread
distribution of computing power in much the same way that
the development of electrical power led to a widespread
distribution of mechanical power and energy.

Microcomputer technology is in many respects as power-
ful as earlier mainframe computer technology.  Mi-
crocomputers can execute instructions at very rapid speeds,
and the newer models can accommodate substantial
immediate access or primary memory.  Microcomputers are
less adept currently about providing substantial mass
storage.  They are also more limited in the area of shared
use, which occurs when a group of users requires concurrent
access to a shared resource.  Although development is
occurring in these and other areas, for many organizations
residual deficiencies in current microcomputer
environments will dictate an effective data processing
strategy including the use of both microcomputers and
larger computer technology.

Both computer hardware and software are evolving and
developing at a rapid rate.  Even though today's microcom-
puters are by many standards the equivalent of much larger
computers of the past, they will almost certainly continue to
develop at the same rate in the foreseeable future as they
have in the past.  This expectation has a number of impli-
cations for developing countries in the areas of technology
exploitation and training.

More than any other form of computer technology, the
commercialization of microcomputer systems has created a
mass market and a consumer market in computing hardware
and software.  The rapid growth of such a large market has
led to a large and diverse low end computing industry, char-
acterized by a large set of products, historically low prices,
and rapid market response to consumer demand.  The con-
sumer surplus generated by this growth has been enormous,
and has benefitted microcomputer users in all sectors and in
all countries.

Microcomputer software on the whole is significantly
better in its orientation toward users compared with main-
frame software.  Because it is meant to be used by people
who are generally not computer professionals, much more
effort has been invested by software producers to ensure that

their software is much easier to learn and easier to use.  The
term user friendly originated with microcomputer software.
Prior to microcomputers, most software was used by data
processing professionals, and power and functionality were
generally more valuable than ease of use.  With the growth
of microcomputer technology and the mass, non-profes-
sional user market, ease of use often became the deciding
factor between success or failure of a software product.
Software producers quickly understood this characteristic of
their marketplace, and much of the software available today
is easy to learn and easy to use by people who are not com-
puter professionals.  A very important result is that the time
necessary to train people to use microcomputers is lessened
because microcomputer based software is easier to use.

Computing in Developing Countries

Computing in developing countries has historically
lagged the application of computing in developed countries,
often significantly.  Much of the lag can be explained by the
fact that, until fairly recently, computers have represented
advanced technology requiring an infrastructure and a body
of knowledge that was being created with some difficulty
even in the developed countries.  The emergence of
microcomputer technology signals a fundamental shift in the
nature of the technology and the infrastructure required to
support it, and has the promise of shortening the technology
transfer lag substantially.

It is useful to examine this issue within the context of the
factors affecting the rate of successful absorption of
computer technology within developing countries.  Impor-
tant and relevant factors include: (1) physical infrastructure;
(2) human resources infrastructure; (3) size of market; and
(4) access to information resources.  Such an examination is
useful in spite of the fact that developing countries as a
group are quite heterogeneous, differing widely in the extent
to which they have introduced computer technology, and the
extent to which the necessary infrastructure exists for ex-
ploiting it.  As a consequence, for almost any statement one
can make on this subject, there is highly likely to be a group
of countries for which it may be either not meaningful or not
applicable.

Physical infrastructure.  The degree to which physical
infrastructure is important in exploiting computing tech-
nology is now decreasing somewhat in large part due to the
introduction of microcomputer technology.  Mainframe and
minicomputer systems require a reliable supply of clean
electrical power and reasonably stable environmental condi-
tions such as temperature and humidity levels in order to op-
erate reliably.  The developing countries' dependence in the
past upon these larger systems created major difficulties in
installing computers and keeping them in operation.  While
large computers still require controlled environmental
conditions, with some exceptions microcomputers can oper-
ate under a wider range of environmental conditions,
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making the elaborate and expensive site preparations of pre-
vious years largely unnecessary today.1

Almost all developing countries now have the necessary
physical infrastructure to support operations of one or more
types of computer systems, at least in one or more principal
cities.  Where electrical power is unreliable, power regula-
tors and/or standalone generating capacity may be required
for larger computer systems, making use of such systems
more expensive than it otherwise would be.  Power require-
ments for microcomputers can sometimes be met under such
conditions by systems with built-in battery power, or with
ordinary motor vehicle storage batteries providing an
electrical buffer between an unreliable public power or
intermittent private power source and the computing
installation.  While such arrangements involve some
inconvenience, use of the technology on at least a limited
scale is still viable.

Transportation and communications links to suppliers of
hardware and software resources are also required for effec-
tive use of computers.  Where communications and
transport links with foreign countries are weak, some
compensation in the form of additional redundancy of
equipment, a larger spare parts and supplies inventory,
special communications equipment and additional travel for
education and obtaining information may be important.
Such operations can add to the expense of using computers,
but they make possible their use.

The use of microcomputers has alleviated this situation
to a considerable extent, since they are generally used in
groups rather than singly.  Providing additional equipment
redundancy can be easily accomplished by providing addi-
tional systems; these systems can be used productively
when their constituent parts are not needed as spares.  The
burden of providing such redundancy is highest for small
countries which are relatively isolated; their need for
capacity is small to begin with, and they must have
sufficient backup because of the cost and time delays in
servicing their needs from outside the country.  Small and
remote countries, such as island nations in the Pacific, are
probably most affected by such considerations.  However,
countries for which transportation, importation or
exportation of goods, or communication are difficult for
other reasons may be affected equally or more severely.

Lack of adequate physical infrastructure is rarely a major
problem today, although remedying deficiencies in it will
generally increase the costs of providing computing capabil-
ity to a country.  Providing a stable and reliable supply of
                                                

1  Microcomputers are surely hardier and more tolerant of environ-
mental extremes than larger systems; however, some conditions jeopardize
their successful operation.  Extreme humidity, for example, may cause
condensation on circuit boards.  A coastal salt water atmosphere may result
in salt deposits on computer components and media, rendering data
irretrievable.  Static electricity is a hazard to integrated circuit components
in environments with inadequate humidity.

electrical power is perhaps the most common problem,
which often requires substantial additional effort and cost to
solve.  As overall economic development occurs, the ability
of developing countries to provide an adequate physical
infrastructure for computing activities should improve at a
moderate rate.

Human resources infrastructure.  The skills required to
exploit computing technology effectively depend upon min-
imal levels of competence within the country in fields such
as engineering and mathematics.  The level of literacy
among the most educated people may be an important fac-
tor.  In some countries, the ability to work in a foreign lan-
guage used by suppliers of computing equipment and soft-
ware may be an important determinant of success.  Aspects
of the cultural milieu within the country may also be impor-
tant.  Responsiveness to educational opportunity, the
strength of the work ethic, and attitudes and policies toward
achievement, employment, production and productivity are
all important in the successful transfer of this technology.

In general, a sufficient human resources infrastructure
exists in most if not all developing countries to be able to
make use of computer based systems.  However, it is often
thin, and there is substantial competition for the scarce more
talented individuals within both the public and the private
sector as well as between them.  Emigration to better labor
markets, a phenomenon sometimes referred to as the brain
drain, causes a depletion of the resources necessary to
exploit this technology; in countries initially having a
limited set of human resources with which to work, such a
drain may cause data processing activities to be in a state of
suspense for periods of time.  The lack of priority given to
computing in many developing countries, along with dif-
ficulty in developing personnel policies adequate to attract
and hold qualified specialists in the public sector hurts the
development of the human resources infrastructure.

While the allocation of human resources between sectors
and objectives is an internal matter reflecting a
government's priorities, external assistance can be used to
increase the supply of trained manpower in computer-
related skills.  If the infrastructure is robust, there will exist
individuals who can benefit from specialized training
abroad.  More often, however, the primary need is for more
basic intensive training of larger numbers of people within
the country.  Such training is often necessary to obtain any
degree of effective use of a computer system.

In many countries, the need for such training is not ade-
quately met at the present time, in part because it is a labor
intensive activity requiring skilled manpower.  Given the
limited budgets and multiple objectives of technical assis-
tance agencies, both the costs and the opportunity costs of
such training are perceived as large.  Nevertheless, it is a
critical investment for long run effective development of
computer based activities that affect not only statistical of-
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fices but also many other activities important for national
development.

Fortunately advances in both hardware and software
technology have made it easier for developing countries to
leverage their existing human resources.  Microcomputers
are easier to install, operate and maintain than mainframes
or minicomputers.  The newer microcomputer application
packages are much easier to use than their previous main-
frame counterparts and cost less to acquire as well.  Thus,
persons having limited technical skills can be used to staff
microcomputer based activities whereas it would have been
difficult if not impossible to have used staff with similar
levels of technical capability in the past.1

Size of market.  The current and potential size of the
market for computer systems has been an important deter-
minant of the potential profitability of entry into the country
by suppliers.  In the past, countries that had limited markets
generally received attention from one supplier; some
countries had no suppliers of computing equipment and had
to depend upon sales, support, and service to come from
another country.  Within countries having limited markets
for computing equipment, the price of conventional
equipment supplied in the past has been quite high.2 Small
markets have discouraged suppliers from making
documentation available in a special local language, which
has in turn limited the number of people who can locally
learn how to use the supplier's products.  Countries with
relatively high rates of growth attracted more than one sup-
plier and generally enjoyed the benefits of a more active do-
mestic computer industry, including product variety, more
competitive markets, and greater responsiveness of the mar-
ket to demands for specific products and services.

The introduction of microcomputers into developing
countries has modified the situation quite substantially.  Mi-
crocomputer systems are in general relatively inexpensive,
easily shipped, and easy to maintain.  The cost of entry into
a microcomputer business in most countries is substantially
lower than for a mainframe or a minicomputer company.
Even in the absence of a local supplier, such units can be
imported easily and, with some special training, maintained
by lower level staff than would be necessary for larger
                                                

1 While it is true that maintenance of microcomputer equipment is easier
than maintenance of previous generation equipment, such maintenance
does require a minimum basic understanding of technology sufficient to
repair basic mechanical and electronic components.  Microcomputer
technology is not quite yet at the "plug and play" stage achieved by some
consumer goods and electronics industries.

2 Such high prices for conventional equipment have in the past been
cited as examples of exploitative behavior, typically by multinational
companies in their dealings with developing country economies.  While
such exploitative behavior cannot be denied, a sufficient reason for higher
than average prices at that time was the high level of support costs incurred
by the supplier in servicing a limited market.  There are economies of scale
in supporting mainframe computers in compact geographic areas, and
markets in many countries were too limited to realize such economies.
Limited markets also were conducive to the perpetuation of monopoly
power, and therefore monopoly pricing, by sole suppliers in a country.

systems.3  Because the cost of microcomputer based
systems is so low, and because many computing tasks are
better done using microcomputers, developing countries
with limited mainframe computing markets now enjoy more
sizeable microcomputer markets.  Coupled with the low bar-
riers to entry faced by suppliers, microcomputers have
proliferated in such environments and have taken over
significant segments of the computing marketplace.

The most serious constraint upon computer hardware
acquisition have been and continues to be the necessity for
and availability of computer hardware maintenance services.
At the mainframe and minicomputer level, some developing
countries have sufficient engineering talent to be able to
dedicate one or more national staff to be trained as mainte-
nance engineers, but most do not have such resources.  Fur-
thermore, training is generally expensive and can result in
locking a country into a particular computer line for some
time.  Further specialized training will then be necessary
with every significant shift in computer hardware.  At the
microcomputer level, hardware maintenance is considerably
easier and cheaper, and can be handled in large part by
means of redundant hardware capacity.

In the less developed countries, the constraint imposed
by the necessity for maintenance used to favor large,
established manufacturers and the more conventional of
their product offerings, initially standard batch processing
systems of moderate size and later gaining some limited
interactive access.  The introduction of the microcomputer
and the economics of that part of the computing industry
should allow them to leapfrog over some phases of the
historical development of computers and utilize the more
modern and productive techniques that are becoming
common practice in developed countries.

Information resources.  People living in developed coun-
tries live in an information rich environment.  A rich variety
of information is available daily from newspapers, maga-
zines, books, government publications, technical and  schol-
arly journals, radio, and television.  Information is further
available from friends and colleagues, no matter whether
they are local or distant.  Reliable telephone systems
provide relatively economical voice communication
between most or all parts of the country.  Emerging elec-
tronic mail systems connect professionals of many kinds to-
gether in an effective manner for passing written messages;
                                                

3 The ability to import microcomputers even in the absence of local
sources leads to mixed results, since doing so is likely to retard growth of a
local commercial infrastructure that can supply and service
microcomputers.  Such an infrastructure is a desirable outcome of the
introduction of microcomputer technology, especially since the probability
is larger than with mainframe systems that local firms can compete
successfully in this market.  The most desirable outcome of the
introduction of microcomputer technology  --  both for statistical offices
and within a context of national development  --  would be the healthy
growth of an active local industry of microcomputer sales and support
services, including systems integrators, software specialists, and training
facilities and programs.
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such systems are growing in number and in size to cover
larger subscriber bases and provide wider geographic
coverage.

The rapid rate of technical progress affecting the
computing industry, coupled with the growth of personal
computing based on inexpensive microcomputers, has
caused the computing industry to be one of the most
information intensive in the world.  In developed countries,
computing magazines, electronic bulletin boards, computer
clubs and user groups, and computing courses and training
opportunities have all proliferated widely.  The market for
these goods and services is thriving in response to a large
demand for information which makes it possible to apply
the the technology to a wide variety of disciplines and appli-
cations.

Developing countries are limited in varying degrees in
their ability to access this rich flow of information about
technical issues, products, and reports of experiences.  De-
livery of printed material is delayed because of distance; in-
ternational air mail rates are high.  Foreign exchange may be
limited and not available for such material.  Local postal de-
livery systems may be unreliable, so that printed matter may
not reach its intended recipient.  Information in the national
language may be limited.  Further, the ability to comprehend
such material and fit it into a specific environment may be
impaired by a lack of expertise in the country; reasonable
questions that could be answered with a little effort in
developed countries may go unanswered in developing
environments, blocking further exploitation of a technique,
product, or idea.

Even with the problems within developing countries of
obtaining access to rich sources of information about com-
puter technology, the current situation is still considerably
better than it was when countries had one or just a few com-
puter installations and probably only one supplier of
equipment.  In the past, knowledge about the computing in-
dustry and computing techniques most often came directly
from the local supplier of computers; it was in the supplier's
interest to promote knowledge associated with that sup-
plier's products and approach to computing.  At that time
only a limited number of people were qualified to work with
computers, and foreign training, which was another source
of knowledge, was expensive and limited to a few individu-
als.  Access to knowledge is surely better now, with multi-
ple and relatively inexpensive sources of information.  This
benefit is derived directly from the emergence of the mass
market for inexpensive microcomputer systems.

Information poverty is still one of the more important
and insidious obstacles in developing countries to effective
exploitation of information processing and other types of
technology.  The lack of adequate information regarding de-
velopments in other countries and other environments is of-
ten not noticed; in the absence of new information, old tech-

niques and procedures are continued without conscious
knowledge of alternatives.1  And, while developing
countries may not be hurt in an absolute sense by lack of
information, they are certainly negatively affected by any
relative measure.

The issue underlying information poverty is how to
overcome it to provide a sufficient flow of information into
developing country environments so that individuals and
governments can make good choices from among realistic
alternatives.  There are a number of approaches that could
assist countries in obtaining a richer and more up-to-date
flow of relevant information for statistical data processing.
They include: (1) stronger partnerships with national univer-
sities and similar organizations; (2) greater exploitation of
both short and long term visits by experts from other
countries; (3) effective sharing and exploitation of locally
available technical skills and knowledge; (4) establishment
of an informal statistical data processing newsletter; and (5)
recognition of the importance of release time for continued
on-the-job learning.

Microcomputers and developing countries

From its inception, microcomputer technology has been
appropriate technology for developing countries.  Their size,
cost, modularity, ease of transport and environmental
requirements, as well as the variety and power of user-ori-
ented software, make them appropriate for the smaller and
simpler environments found in many developing countries.

Support requirements for the mainframe and minicom-
puter systems that  were previously installed in developing
countries were significant, and computer suppliers would
generally offer products that were somewhat older and more
well understood than the leading edge products being intro-
duced in developed countries at the same time.  Such a strat-
egy worked well in part also for the developing country; the
equipment and software supplied was well understood and
more stable than when it was first introduced.  Suppliers
could afford to offer and support such systems far from their
geographic areas of technical expertise because the systems
were well understood and trouble free relative to newer
models.

With the rapid development of the microcomputer indus-
try, the minimum practical lag between the introduction of
current technology in developed and developing countries
has been compressed to a matter of months instead of
                                                

1  Readers who wear eyeglasses and whose vision is changing may feel
some sympathy with this condition.  Deterioration of corrected vision is
generally sufficiently slow that it is not noticed until new eyeglasses with
improved correction are first worn.  Often the effect of first using such new
eyeglasses is startling; objects and details snap into sharp focus and the
wearer is amazed that such improvement is possible.  With respect to
information, the effect is similar; it is often difficult to understand the
losses due to not having relevant information until you have it, and only
then is it possible to assess the opportunity cost of not having had it.
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years.1  This lag no longer depends very much upon the
ability of the original manufacturer to support its products in
a specific geographic region, since support can now often be
delivered either within the country or with the assistance of
a third party, perhaps an international aid agency, either
locally or remotely.  Instead, the lag depends more upon the
ability of trained personnel in the country who are able to
exploit the microcomputer systems and train others to do so
                                                

1 This argument is of course valid only if the funds exist to acquire the
equipment in the first place.  Assuming however that funds are available,
the range of appropriate information technology products that can now be
supported within developing countries is relatively larger than it has been
in the past because the newer technology requires less dependence upon the
original supplier of the equipment.

also.  This function can initially be provided by foreign ex-
pertise and later, as the results of training accumulate, by lo-
cal expertise.  For the first time, emerging computing
technology can be placed at the disposal of developing
countries almost as soon as it is readily available and under-
stood in the developed countries.2

                                                
2 Progress in the computer base for statistical data processing depends

upon advances in hardware and software, the rate of technical innovation,
and the rapidity with which these advances are translated into marketable
products at affordable prices.   The rate at which the technology is
exploited within any given environment is another matter, and reflects the
status of the local infrastructure, especially the human resources
component, and other conditions between countries.
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3. STRATEGIC ISSUES IN THE USE OF MICROCOMPUTERS

Overview

Microcomputer technology is appropriate for many areas
of statistical data processing, including census data pro-
cessing.  As the capacities and speeds of microcomputer
systems increase, an increasing proportion of statistical data
processing activities become tractable by applying this new
technology.  In addition, the personal interactive nature of
the microcomputer and available software for it make it in
many respects a qualitatively better computer platform on
which to base such processing activities.  Microcomputers
can be used effectively for data collection, editing, tabula-
tion, analysis, publication, control, and management.  This
technology provides the potential for a fundamental
breakthrough in the effectiveness of many statistical data
processing operations.

Nevertheless, microcomputers are not a panacea for data
processing problems, just as the older mainframes did not
solve all problems.  Microcomputer technology brings with
it a new set of responsibilities which are not immediately
obvious to an initial user.  It is necessary to understand these
responsibilities  —  as well as the new opportunities offered
by exploiting the technology  —  and develop an ap-
propriate strategy for dealing with them.  This section dis-
cusses these issues within the context of statistical data pro-
cessing and operations in general, and is directly applicable
to census data processing activities.

Responsibilities of Microcomputer Operations

The introduction of microcomputer technology in an
organization implies a significant transfer of responsibility
from a central computer support staff to individual users of
the microcomputer systems.  The transfer of responsibility
has both benefits and costs for the user and for the organiza-
tion.

In organizations that use mainframe and minicomputer
systems, both the suppliers of the equipment and the central
computer support staffs provide a variety of functions that
may be partially or totally invisible to the users of the sys-
tem.  These functions include:

• Performing a requirements analysis for either the
specific dedicated activities or for the organization as a
whole and specifying the characteristics of the system to
be acquired;1

                                                
1 This task is considerably simpler for the microcomputer user.  Not

only are the tasks simpler and more homogeneous, but given the relatively
low level of expenditure, often several different small computers can be
purchased.  Such diversity of hardware or software may be more effective
in meeting institutional needs than earlier purchases of single systems.

• System specification and negotiation with suppliers;
evaluation of responses to the request for proposals to
supply hardware and software components;

• Site preparation, including designing and constructing or
adapting the physical site for the computer system, sup-
plying electrical power  and possibly backup power as
required, and providing air conditioning and other envi-
ronmental requirements;

• Installation and testing of the system, including co-ordi-
nating and assisting in delivery, installation, and accep-
tance testing;

• Providing system programming skills and services, gen-
erating the operating system and updating it periodically,
and installing application program packages;

• Providing system resource management, including man-
agement of peak loads, priority scheduling, and alloca-
tions for scarce resources such as disk storage space;

• Providing education and training, including user
consultation and education of various kinds, and possibly
a more turnkey operation including system analysis,
design, programming, testing, implementation and doc-
umentation;

• Providing operating services , including machine opera-
tion, tape and disk volume storage and control, file
backup, and an inventory of expendable supplies;2

• Providing hardware maintenance services, including
fault diagnosis (either internally or through a external
supplier);

• Providing applications implementation and management,
including choosing and implementing specific choices of
programs in the computing system, as well as
establishing operational controls over their use and
managing staff use of those programs; and

• Assisting in long term capacity planning and configura-
tion management; monitoring the market for additional
or replacement hardware and software to maintain an ap-
propriate and cost effective data processing operation.

Users of microcomputers are faced with the same set of
responsibilities, although at a much lower level, and often
with substantially less risk to themselves or to their orga-
                                                

2 The importance of device and file backup, routinely performed
centrally at most mainframe installations, is routinely ignored by most
microcomputer operators, and at their own peril.  Since the data processed
on such machines is institutional, distributed data base management must
ensure that microcomputer users are not only conscious of the possibility of
data loss through failure to backup, but also perform backups on schedule.
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nization if non-optimal decisions are made.  Nevertheless,
these responsibilities have been by and large transferred to
users albeit on a considerably smaller scale, and users must
be aware of them if decentralized microcomputer use is to
be viable within an organization.  This issue becomes im-
mediately visible when malfunctions occur, and it is up to
the user to diagnose the problem and solve it.  Organizations
with non-programmer users may want to retain a central
data processing services staff for dealing with more difficult
problems that may arise, while leaving the operational re-
sponsibility for substantively oriented work with the user.

The following sections deal with each of the issues
raised above.

Requirements Analysis

Most classical computing centers were created and oper-
ated to serve a spectrum of needs.  Such centers were
created either for the use of one organization or for several
organizations.  In either case, the problem of understanding
the combined requirements of all users and uses of the
center was among the first to be dealt with.

The first step in analyzing the requirements that will be
placed upon a computer system is to examine existing activ-
ities that are likely to benefit from being implemented on
the new system.  Such applications may already be running
on another computer system, or they may be activities that
are either performed manually or not at all.

Analyzing requirements that will be placed upon a com-
puter system has a hidden dimension that is difficult for the
non-computer professional to appreciate fully.  That dimen-
sion is the analysis of latent demand, i.e., demand not
foreseen at the time that the requirements for the computer
are assembled.  Experience indicates that over the life cycle
of a computer system, which is in the range of 5-10 years,
the requirements not foreseen at the beginning of the cycle
become increasingly numerous and can come to dominate
the total activity for which the computer is used.  Such
growth in unforeseen applications can eventually force a
change or upgrade of the computer system because of the
importance of the originally unseen capabilities of the sys-
tem.

Such a process represents a healthy learning response to
using a new and more powerful tool.  It is important, how-
ever, not to pay too high a cost for the experience.  During
the process of analyzing requirements which the computer
will be expected to fulfill, it is therefore advisable to obtain
professional assistance in deciding which activities, existing
or not, might benefit from the presence of the computer.  To
the extent that latent applications can be identified as early
as possible, the computer system will be more responsive to
the users' requirements over a longer period of time, and

will provide a more stable and responsive computing
environment.

The analysis of requirements for procurement of
microcomputer systems is somewhat easier, since such sys-
tems are often selected for specific tasks.  It is often con-
venient to provide a number of microcomputers to perform a
number of different tasks.  In this case, the hardware and
software configurations of the microcomputers may be spe-
cialized to adapt them suitably for the different tasks.  As la-
tent demand is realized, additional systems can be acquired
in the short run without incurring a significant cost penalty.
Nevertheless, from the point of view of setting a direction
for the acquisition of microcomputers and the way they are
used as a whole to attack the problems of an organization, a
relatively complete and professional requirements analysis
is likely to lead to an acquisitions strategy, possibly phased
over time, that satisfies the needs of the organization well.

For processing a census of population and housing, such
a requirements analysis generally begins with the software
that is to be used for the various phases of data processing,
which in turn is determined by the amount of processing to
be performed and the size and variety of the outputs
required.  Considerations of data volume generally dictate
the number and size of computer systems that will be
required to perform the work in a targeted period of time.
Excess hardware capacity will be determined in part by the
country's ability to repair computers locally and in part by
the amount of trouble anticipated in effecting replacement
parts and maintenance services from sources outside the
country.

System Specification and Negotiation with
Suppliers

Regardless of the scale of computing equipment used,
requirements identified during the above analysis must be
turned into a specification of what type and amount of com-
puting equipment is necessary to accomplish the job.  The
specification must include hardware which has the speed,
capacity, and devices to support the required activities, and
software which has the functionality and capacity to per-
form the applications required.  The choices of specific
hardware and software are interdependent, making the
selection process sometimes difficult.

When there are two or more possible suppliers and the
procurement is of non-negligible value, public sector orga-
nizations are generally required to go through a process of
qualifying suppliers and obtaining competitive bids for the
system.  Often such a procedure is based upon an official
document called a request for proposals  (RFP) which
reflects the results of the requirements analysis as well as
service, training, and related considerations deemed
necessary as a part of the procurement.  The content of the
RFP is critical to assuring that the proposal ultimately
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accepted really meets the requirements well.  Depending
upon the legal requirements that pertain to specific
procurements of equipment, an incomplete or inaccurate
RFP documents can lead to having to accept a system that is
sub-optimal or inappropriate for the tasks at hand.

Microcomputer procurements are generally simpler, al-
though the same cautions are in order.  The requirements of
the activity to be performed must be translated into
hardware capacity and software functionality.  Once it is
determined which set of software packages would best be
used to process the census data, hardware requirements can
be specified.  With computer hardware, there is generally a
tradeoff between buying from a recognized industry leader
and an off-brand imitation at lower price.  If the latter
alternative appears attractive, then either the bid document
or the contract with the supplier must be written in a way to
protect the user from incompatibilities that interfere with
use of the hardware and software together.  Off-brand
systems may require off-brand spare parts; if so, this must
be foreseen at the time of procurement.  Later expansion of
the system, including adaptation to new hardware products
and operating systems,1 may be useful and the bid or
contract document should include the purchaser's
expectations in this regard.

Most developing countries using microcomputers to pro-
cess their population censuses will use hardware that runs
the MS-DOS operating system.  With the currently available
MS-DOS based software, there are several strategies that
can be used.  Although hardware requirements will tend to
be somewhat similar, the approaches used by different
editing and tabulation programs may require more or less
hardware to do a specific job.2  The total hardware specified
should reflect the requirements of the particular software
strategy chosen for the data processing.

Site Preparation

Site preparation for mainframe and minicomputers is of-
ten a complex and technical task.  Mainframes require a
physical environment in which temperature and humidity
are controlled within moderately narrow limits.  Any sub-
stantial amount of dust in the air may interfere with physical
storage media such as disk or magnetic tape.  The stability
                                                

1 For example, currently most systems in developing countries are IBM
PCs or PC clones running the PC-DOS or MS-DOS operating system.  As
programs become larger and users' needs evolve, there will be migration
from MS-DOS to the OS/2 operating system.  This migration will be
slowly forced upon users who want to utilize new programs and new
versions of programs, which to an increasing extent will not fit into the
program address space provided by MS-DOS.  The upgrade path for PC-
compatible equipment may therefore be important, depending upon the
tasks to be performed and the expected lifetime of the applications and the
equipment.

2 The fact that a specific set of programs requires less hardware than an
alternative strategy does not necessarily mean that it should be chosen.  The
additional hardware required may reflect more efficient operations, or it
may allow additional flexibility and options in the production process and
in its outputs.

and quality of electrical power supplied to the computer
must meet the requirements of the computer system.  There
may be a sufficient number of cables interconnecting the
various cabinets comprising the computer system that a
raised floor may be useful or necessary for safety.  While
minicomputers are generally less demanding of the environ-
ment in which they operate, preparation of a site for a
minicomputer is non-trivial.

Large computer suppliers have been aware of the
difficulties faced by individual users in preparing a site for
their computer systems, and provide significant education
and site planning and preparation assistance to their cus-
tomers.  They perform this function both for their customers
and in their own self-interest; their systems will not perform
effectively if the site is inadequately prepared.

Microcomputers are more insensitive to variations in
their environment than are larger computer systems.  They
can tolerate wider swings in temperature and humidity; in
general, they will work well in any environment in which
their human operator is moderately comfortable.  On the
other hand, microcomputer diskettes are more fragile, and
can be harmed by dust, sand, salt water condensation, and
other particulate matter carried in the air.

Microcomputers require a stable electrical power supply,
but the amount of power required by each individual unit is
relatively low.  A typical microcomputer consumes as much
power as a bright incandescent electric bulb.  Power outages
and serious power fluctuations can cause loss of data and
damage to the computer equipment, so that users must en-
sure an electrically clean and steady power source for their
equipment.  Different types and brands of microcomputers
vary in their ability to tolerate electrical disruptions, and it is
the purchaser's and user's responsibility to ensure that the
quality of power supplied matches what the microcomputer
system requires so that neither data nor equipment will be
compromised or damaged.

Power analysis equipment is available for rent or for sale
that will monitor existing electrical power precisely and will
provide the data for an analysis of current power quality in
any given location.  The results of this analysis can be used
to determine what types of power conditioning equipment or
standby generating capacity, if any, will be required to pro-
vide acceptable power for the computer systems.3  This ap-
                                                

3 The general subject of electric power conditioning is too broad to be
discussed in detail here.  There is a range of possible power problems that
could either disrupt computer operations or damage data or equipment.
Voltage stabilizers are used to make constant the voltage of a reliable
source of power that varies in voltage.  Surge protectors are used to clip
short surges or drops in power often caused by other electrical devices on
the power line or by external events such as stormy weather.
Uninterruptible power supplies are often used to bridge short periods of
power outage, using a bank of storage batteries that constantly buffer spare
electrical capacity.  Independent electric generators, often attached to
diesel motors, provide continuous power subject to the availability of petrol
to run the diesel or other engine that powers the generator.  Depending
upon the electric power environment that the computers needs to operate,



STRATEGIC ISSUES IN THE USE OF MICROCOMPUTERS

17

proach is generally effective, but has one major weakness; it
is based upon the assumption that future power quality will
mirror past quality.  If in the future there is a significant
degradation of power quality, then any power conditioning
methods used may not be sufficient to cope with the de-
graded input quality.1

Fortunately it is easier and probably less expensive for
developing countries to prepare a site for installing micro-
computer systems for census processing than it was for their
mainframe predecessor.  While physical hazards to the data
media (sand, salt, dirt) are still present, the temperature con-
straints and to some extent humidity constraints will be eas-
ier to meet.  Local area networks may provide a way to
minimize the detrimental effects of dirty environments by
minimizing the transport of diskette media.  Unstable
power, unfortunately, will continue to be a problem which
statistical agencies need to address.

Installation and Testing

Mainframe systems are almost always installed by the
system supplier.  Such an installation is technically rela-
tively demanding, and the cost of making a mistake is po-
tentially high.  Minicomputers are less difficult to install,
but the task is best done by technical specialists.  Accep-
tance testing for such systems is generally done jointly by
the customer and the supplier, and usually includes verifica-
tion that all installed hardware and software operate
functionally as promised, as well as a more lengthy test to
meet a minimum downtime requirement.

Microcomputer installation is almost always offered as
an additional service by the supplier , and the price of such
service is not included in the price of the computer.  Many
microcomputers are relatively easy to set up and test, and re-
quire only a moderate amount of knowledge about the sys-
tem.  However, some installations may include installing
special electronic circuit cards or other special devices
which may pose some difficulties.2  If the microcomputer
                                                                                 
one or more of these techniques, as well as others, may be required to
provide power that is sufficiently clean to operate the computer systems.

1 Unfortunately, the cost of bad electrical power compounds itself in the
following manner.  In addition to obtaining whatever power conditioning
equipment is required to condition the electrical power appropriately, the
organization must also be prepared to support the power conditioning
equipment itself should it malfunction.  Such support can be provided in
the same manner as supporting microcomputers, through maintaining a
small inventory of spare units on site.  For this reason, it may be be better
to condition power to microcomputers using a number of transformers,
regulators, and micro-UPS units rather than relying upon a power
conditioning system based upon non-redundant large units.  Power
conditioning equipment is notoriously heavy, so that significant transport
flexibility can be had by using multiple units.  While the cost of multiple
smaller units may be somewhat greater, the higher degree of certainty of
continuous operation provided by having several identical units is almost
always worth the additional cost if the application is at all time critical.

2 The manner in which a microcomputer is packaged can affect ease of
installation.  Some types of microcomputers are relatively easy to open
physically so that additional components can be added and other changes
made.  Some microcomputers, on the other hand, are designed to remain
closed and are consequently more difficult to modify.  Indeed, such

system is made up of parts from different manufacturers,
then the possibility of some level of incompatibility may
complicate the installation and testing.  Installation and
testing has a software dimension, which is discussed below.

If a microcomputer system is procured at a remote or for-
eign location, it may be wise to specify testing at the point
of purchase as a part of the procurement procedure.  Such
testing serves to identify initial problems before the
equipment has been shipped and when it can easily be re-
turned to the supplier for a replacement at little cost and
with minimum delay.3

Statistical agencies should assure themselves that the
procurement process for microcomputer systems and system
software includes an acceptable strategy for installation and
testing of the systems.  Such a period is also useful for edu-
cating staff who will supervise the computer operation when
it is commissioned.  These staff members should ensure that
they understand exactly how the systems are working and
why they are working correctly before they formally accept
the systems from the organization responsible for their pro-
curement.

System Programming

System programming refers to the process of understand-
ing and modifying the instructions comprising the operating
system under which the computer operates.  The operating
system is a software program, generally supplied by or
through the manufacturer of the computer hardware, that
gives the user effective control over system resources.
Classical operating systems generally include commands of
the type "print”, "copy”, "create file”, etc.  Operating sys-
tems support execution of programming languages, applica-
tions programs, and all other software.  They are an
essential part of a computer configuration.

Mainframe computer centers and, to a somewhat lesser
extent, minicomputer systems have one or more technical
staff members who understand the operating system struc-
ture and modify and update it to meet the special needs of
the software and users of that computer.  They also install
new software and ensure that it works well with the
operating system of the computer.  This is a highly spe-
cialized skill; operating systems for large computers are
very complex and contain millions of instructions.

                                                                                 
modifications made directly by the user may void the manufacturer's
warranty.  However such voiding of the warranty may be unimportant
when the maintenance strategy for the equipment relies more upon local
resources than upon return to a supplier or a supplier's representative at a
remote location.

3 A strategy of assembling and testing each microcomputer supplied
through its technical co-operation backstopping activities was adopted by
the United Nations Statistical Office during 1979-1984.  Such a pretesting
policy remains valuable in cases where the system configuration is
sufficiently new or different and may not be understood or work properly at
its final destination.
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Some of the tasks necessary for installing and maintain-
ing a microcomputer environment can be considered in the
realm of system programming.  It is necessary to: (1) install
the operating system on a fixed disk or diskettes; (2) make
choices regarding how the system is to be configured; (3)
configure a startup sequence for the computer; (4) install
software links to special pieces of equipment that may be
attached to the microcomputer;1 (5) load and manage mem-
ory resident software, ensuring no memory conflicts with
application programs; (6) configure application software to
match specific characteristics of the microcomputer,2 espe-
cially the video and printer interfaces; and (7) update the op-
erating system periodically as new releases are issued, en-
suring that the new release works consistently within the
context of the changes made and the application programs
being run.

In a large computer operation, the system programmer
serves as the local expert on software issues.  When a com-
puter procedure consistently does not work, very often the
cause is software based.  Typically the system programmer
is best situated technically to analyze the problem, deter-
mine why it does not work, and either change the procedure
or create a work-around solution.  Many such errors can be
remedied by training users, but some require substantial
analysis.  In a microcomputer environment, the same kind of
problems will occur, and it will be important to have at least
one technically trained staff person who can understand the
interaction of the system and application software as well as
the structure of the hardware well enough to be able to assist
users.  Failure to have such skills available reduces users to
guesswork, inefficient and limited use of the computer, and
potential loss of information.

Most system software and applications software products
are being revised or updated on a continuous basis by their
manufacturers.  Periodically, a specific version or release of
such a product is made available to individuals and
organizations that have previously purchased the product.
New releases of software products are useful; they contain
new features and functions that users have been asking for,
as well as eliminating problems, sometimes referred to as
bugs, that were detected in previous versions.

However, installing new versions of software may cause
new problems to appear, possibly because of
incompatibilities with other software products on the same
system.  Such modules should therefore not be installed
while a large application (such as a population census) is
                                                

1 A concrete example is provided by the addition of device drivers
within an MS-DOS environment and placing appropriate commands within
theCONFIG.SYS system file.

2 Even the installation of some advanced applications in simple
microcomputer environments may cause some difficulty.  Often the most
effective way of obtaining prompt and expert assistance is to contact the
supplier's technical staff, which is likely to be in another continent.  Having
reliable communications links such as telephone, telex, and other electronic
mail linkages with other countries is very useful on such occasions.

being processed without extensive testing to ensure that
substitution of the new module for the old has no adverse
side effects.  If the new functionality offered by the new
release is not required and there have been no previous
problems with the software, it may be better to freeze the
hardware-software configuration for a time and defer the
installation of the new release until after the entire large
activity has been completed.

Census agencies should assign this function to one or
more staff members at the beginning of the process of
procuring the equipment.  These staff members should be
responsible for ensuring that they learn as much as possible
about the aspects of system software and its interaction with
both the underlying hardware and the applications program-
ming environment during the procurement and installation
process.  These staff members should then be ready to serve
as a local cadre of systems experts during the entire census
data processing process.

System Resource Management

Mainframe computers are complex systems.  From the point of view of resource utilization, they may be viewed as resources – processors, memory, disk drives, magnetic tapes

Mainframe resources are often managed through the
operating system.  For example the processing unit is gen-
erally rationed according to priorities which are associated
with specific projects or users of the computer.  Manage-
ment of peak loads may be handled jointly between the
operating system and operations staff.  Disk storage re-
sources may be managed automatically, or they may be
managed by a staff person who functions part or full time as
a storage administrator, parceling out storage to projects and
users according to certain rules.  In large computer installa-
tions, the management of system resources is generally per-
formed by the computer operations staff working with the
system programming staff.

Microcomputer resources are inherently easier to manage
since, unlike larger computers, they are almost always
established as single user machines.  However, microcom-
puters with large fixed disks are often used in serial fashion
by more than one person, necessitating management of fixed
disk resources.  Likewise, printers, communications devices
and other specialized equipment will be shared over time;
policies are needed for apportioning and assigning those
resources and taking action when a resource is depleted.  If
a number of microcomputers are configured in a connected
electronic network, the possibility of sharing more resources
increases, and so do the responsibilities for sharing those
resources.3  Peak load situations must be managed manually
                                                

3 In one sense it is more critical to manage shared microcomputer
resources than large computer resources.  Mainframe and minicomputer
operating systems are built with the assumption that there will be multiple
concurrent users of the computing resources; these operating systems
therefore generally provide a comprehensive set of interlocks and
protection mechanisms that ensure that one user's activities cannot interfere
with another's.  For example, the system will not provide one user with
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by assigning available microcomputer systems to tasks to be
performed in order of decreasing urgency.

Census agencies should be aware of the need for manag-
ing a sizeable number of microcomputers.  One or more
staff members should be given the responsibility for ensur-
ing that the the microcomputer resources are used in a bal-
anced manner for meeting the overall needs of the census
process.  These staff members should be one close to the
overall management of the process, and the manner in
which he or she allocates resources should reflect the overall
plan for finishing the census processing.  They will also be
concerned with identifying machines needing repair, and
adjusting the work schedules of the staff to compensate for
any delays in obtaining access to machines.   Depending
upon the size of the processing operation, these functions
could be performed on a part time basis in a small country
or they could require several persons, some perhaps
assigned on a per shift basis, in a larger country.

Education and Training

Education and training activities deserve very significant
attention in national statistical offices and in census agen-
cies for a number of reasons.  First, they represent the in-
vestment in human capital that is absolutely necessary to
reach a self-sustaining mass of skills in statistical data pro-
cessing that is essential for supporting census and other data
processing activities.  Furthermore, such activities often suf-
fer relative neglect, often because of the necessity to
proceed with operational activities at the expense of acquir-
ing new knowledge.  In addition, leakage of data processing
skills from the statistical office and the government as a
whole to other sectors and other countries is significant and
demands that the level of investment in these sectors exceed
the rate of outflow.  Finally, the emergence of the micro-
computer and its companion software industry has made it
practical and desirable for subject matter specialists to be
trained to use computers directly in their work.

An effective training strategy in data processing skills is
an essential condition for both survival and development for
a national statistical office.  It must be accompanied by a
strategy that assures retention of the skills within the office
to as great an extent as possible, else the training will not
directly benefit the purpose for which it was intended.
Among the important issues are: (1) who is to be trained, in
what subjects and to what depth; (2) who can best provide
the training required; (3) what should be the relationship be-
tween conceptual training and detailed operational training;
(4) how should the training be distributed between local and
                                                                                 
access to another user's data files without the express permission of the
owner of the files.  The owner may provide this permission selectively and
may limit access to reading the data, updating it, or erasing it.  In contrast,
almost no microcomputer environments offer this protection; unless
explicit and cumbersome precautions are taken manually, each user's
information is accessible to all other users of the computer and can be
inadvertently modified or erased quite easily.

foreign locations; (5) how can indigenous training capacity
be built up and/or utilized; and (6) how can changes in the
organizational structure assist in ensuring continuity of the
required data processing skills being available to the statis-
tical office?

Selection of students and curriculum.  Ever since the in-
troduction of automatic data processing machinery into
statistics in the 1880's, statisticians have had to rely upon a
set of skills that have not fit properly in the professional
repertoire of a statistician.  To be sure, the gains made pos-
sible by employing such equipment have been enormous,
but the cost to the statistician has been either to learn the
additional skills required or to share responsibility for pro-
ducing the results with a data processing specialist. Because
of the inherent complexity of mainframe data processing
equipment, statisticians have generally chosen to work with
data processing specialists to produce statistical outputs.

The division of responsibility between statisticians and
data processing experts has been generally a useful and pro-
ductive one in the past, representing a division of labor
based upon specialization of function.  It has not been
without its problems, which include problems of commu-
nication between disciplines, some incompatibility in career
goals, and difficulties in determining the demarcation points
between areas of responsibility.  In the past, this division
has generally been necessary because of the substantial
technical difficulties of using earlier generation data
processing equipment in an efficient manner.

The introduction and proliferation of microcomputer sys-
tems and mass produced microcomputer based software is
causing this situation to change in a major way.  Although
professional data processing assistance will be needed by
statistical offices for at least some activities into the indefi-
nite future, the relative and increasing ease with which these
systems can be manipulated argues strongly for direct inter-
vention and manipulation by professional statisticians.  In
order to capture a mass market for products, software de-
signers have had to create programs having an easy to use
and forgiving interface.  This is often referred to as "user
friendly" software.1, 2

                                                
1 In putting more emphasis upon the quality of the user interface in

microcomputer software, software designers have essentially substituted
additional hardware and software capital for the labor of the user in
manipulating the program. This substitution not only recognizes the
changing characteristics of users as the computing market broadens, but it
also reflects the continuing shift in the factor prices of capital and labor
towards the higher opportunity costs of time as perceived by computer
users.

2 The sharp distinction between current user friendly software and
previous presumed user unfriendly software is to some extent not justified.
Since the invention of electronic computers, both the languages used for
programming and the user interfaces available have undergone a relatively
continuous evolution.  This evolution has been driven by two major factors,
evolution of experience and the relative factor prices of capital and labor.
Experience with early programs led to successive stages of refinements in
user interfaces, culminating at the mainframe and minicomputer levels in
4th generation languages, text based menu driven systems, rich interactive
operating systems, and comprehensive statistical packages with user
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A variety of commercially produced microcomputer pro-
grams exist which address directly processes familiar to the
statistician: data entry and validation, creation of frequency
distributions and tabulations, creation of simply structured
data bases, derivation of more complex statistics and hy-
pothesis testing.  In addition, productivity tools in the form
of spreadsheets and elementary data base systems are avail-
able as well as more complex numeric and visual data
analysis tools.  These commercial offerings are comple-
mented by offerings from governmental bodies and not-for-
profit organizations that are designed for direct application
to specific problems of national statistical offices.1  All
these programs can be learned and used effectively by statis-
ticians having only elementary computer knowledge.2

There are substantial implications for data processing
training strategy based upon a shift in the relative responsi-
bilities for processing the data.  If statisticians are to take
more direct responsibility for the data processing aspects of
their work, then they must be prepared to use computer
based tools to advantage in getting their work done. They do
not necessarily need to learn to program computers in the
classical sense, although interest in this direction should not
be discouraged.3  They do need to be trained in use of a va-
riety of personal productivity tools that have direct ap-
plicability to statistical data processing, as well as in pro-
grams that are oriented specially to the major functions of
statistical processing, such as microdata capture, statistical
editing, and tabulation.  Each practicing statistician with ac-
cess to microcomputers should be familiar with at least one
                                                                                 
command languages of various flavors.  As the factor prices of capital
(hardware and software) and labor (opportunity cost of users' time) shifted
substantially, it became more important to provide additional software
capital to improve labor productivity.  In the market for microcomputer
systems, in which the most user labor is currently employed, this has led to
major investments in the user interface, culminating in application oriented
productivity tools that can be used effectively by a large number of
individuals with little or no previous computing experience.  Statisticians in
general are among the more sophisticated in this substantially expanded
category of new users of information technology.

1 Examples are the family of CENTS programs, CONCOR, and
CONTROL and CENTRY produced and distributed by the International
Statistical Programs Center of the U.S. Bureau of the Census in
Washington, COXTALLY and PC-EDIT distributed by the U.N.
Department of Technical Co-operation for Development.  These programs
have been designed for various aspects of census and survey data
processing.

2 Even stronger statements can be made in some cases.  It is now not
unusual for a subject matter specialist to spend more time specifying a
relatively simple task to a computer professional then it does for the
specialist to perform the task directly.

3 Some understanding of programming concepts and programming
ability is useful.  A number of microcomputer programs depend for their
flexibility upon the user being able to embed high level computer language
statements within a larger framework oriented toward the solution of a
specific class of problems.  Examples are the use of Pascal-like statements
within EntryPoint, dBASE, and BLAISE (from the Netherlands Central
Bureau of Statistics) for customizing these programs for specific
applications.  Such programming knowledge on the part of the statistician
is not absolutely necessary, since such applications can often be customized
by data processing consulting staff to the point where further customization
by statisticians is a routine task.  However, statisticians having some basic
understanding of the underlying programming process will be able to
exploit such tools in a more powerful and effective manner.

program from each of these classes, and should have the
ability to apply it to any statistical data collection which can
be effectively processed by it.

The implications for data processing specialists differ
considerably.  Their role will change considerably, from a
role which  included active responsibility for a significant
part of the processing to  a role which is more consultative
and advisory in nature.  The data processing specialist will
have to have a significantly broader view of the technical al-
ternatives made available by the computer industry and
ways in which they might be applied to assist the
statistician.   Knowledge of processing techniques must be
supplemented by a more in depth knowledge of techniques
and of a broader market of products.

Conceptual and operational training.  Training for both
data processing staff and for statisticians must include both
conceptual and specific operational training.  Conceptual
training is important in that it provides a model into which a
professional can place new experiences and understand
them as part of a coherent whole.  For example, it allows a
data processing professional to comprehend the important
aspects of a new programming language within the context
of what programming languages do, as opposed to learning
the language as an isolated tool of his or her work.  Data
processing staff clearly need considerable training of both
types to be good at what they do and to keep up with a tech-
nology that is rapidly evolving and requires continuous
updating of skills and experience.

Statisticians on the other hand have generally been satis-
fied in the past with mostly conceptual training when the
operational aspects of data processing were delegated to
others.  The conceptual aspects of most statistical data pro-
cessing operations are relatively easy to understand, and it is
not necessary to understand some of the more esoteric tech-
nical aspects of packages to understand what they do and
how they can be applied to a statistical process currently at
hand.  With the shift in emphasis to microcomputer based
processing, statisticians will benefit greatly from adding a
significant amount of operational knowledge to their reper-
toire of skills.  In particular, every statistician should at any
point in time be familiar operationally with at least one rep-
resentative program from each of a number of classes, such
as data entry, editing, cross-tabulation, spreadsheet, word
processing, and elementary data base manipulation
programs.4

Operational training is important for statisticians for an-
other important reason.  A person who does not have opera-
tional experience in implementing data processing proce-
                                                

4 With some exceptions, it matters less which of the programs from each
class is selected than the fact that at least one program from each class is
absorbed.  Adequate data processing training at the conceptual level should
provide statisticians with sufficient understanding to make the conceptual
leaps from product to product in each class, and to understand the relevance
and effectiveness of new products when they come to market.
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dures really does not have an adequate understanding of
data processing, regardless of the amount of conceptual
knowledge acquired.  Gaining experience (as opposed to
appreciation) in data processing requires learning by doing;
often it is best done using an apprenticeship model in which
the student apprentices himself or herself to an experienced
person and works under that person for a period of time.

Local and foreign training.   Appropriate locations for
training depend upon the number of persons participating in
a course, availability of and requirements for special facili-
ties, and the costs of providing training at competing loca-
tions.

In general, the larger the class, the greater the
efficiencies inherent in local training.  For groups of
trainees, often the cost of foreign travel and subsistence is
considerably larger than the cost of supporting a trainer in
the country itself.  Using microcomputer technology
specialized facilities, especially for basic training, can
generally be supplied locally.  Further, basic training either
at the conceptual or operational level is the type of training
that should be given in a widespread manner throughout the
statistical office.  Such training is therefore generally best
done locally both for reasons of coverage and of cost.

A significant disadvantage to local training, even at the
elementary level, is that trainees remain within their own
technical and cultural context during the training period and
are not exposed to the wide variety of influences that can
manifest themselves in a technically different and more ad-
vanced environment.  One of the non-quantifiable, neverthe-
less important benefits of education is provided by exposing
students to a wealth of new ideas, causing them to question
assumptions and attitudes that may have in the past re-
stricted the scope of their learning and their ability to apply
their efforts to problem solving.  Education and training in a
foreign environment will provide new models of technical
approaches and solutions, and is more likely to broaden the
intellectual and technical horizons of students, with conse-
quent benefits but at a higher cost.  Developing countries
should strive to take full advantage of the expertise found in
other countries by absorbing both the specialized knowledge
and the flavor of more advanced technical environments, as
well as building durable and long lasting links with
institutions in those countries having specialized and useful
expertise.

Specialized and advanced training is generally better per-
formed at remote or foreign locations.  Often such special-
ized training requires special equipment or knowledge that
is not easily made available locally; there may also be only a
limited number of candidates for each specialized field.
Furthermore, at more advanced levels, there are significant
intangible benefits that come from students being exposed
to different and generally more advanced environments as
well as to students from still other countries.

Learning is, of course, a life long process.  Like many
other fields of professional endeavor, computing science
and technology has been in the process of rapid change ever
since its inception, and persons who have not reinvested
substantially in maintaining their professional skills have
seen their professional careers atrophy to some extent.
Given the limited opportunities to invest in professional
training in developing countries, it is very important to in-
culcate this idea in this emerging professional class.  Profes-
sional training is not  a series of discrete opportunities to
participate in an in-country course or to travel elsewhere for
a course; it is a life long activity which professionals must
take active responsibility for themselves.  To the extent this
attitude can be fostered and adopted, training will become
an active, self-perpetuating component of individual behav-
ior.

Indigenous training capacity.   Training does not neces-
sarily have to be performed by foreign individuals or institu-
tions.  There are often good sources of training and trainers
within the same country.  In countries with some
commercial infrastructure in computing, there are often a
number of sources of expertise in the private sector that can
be used to execute a large part of the training program re-
quired, especially for training programs at the more elemen-
tary levels.

Co-operative relationships between statistical offices and
local universities appear to be underutilized.  Statistical of-
fices and university departments have different objectives,
but their interests in knowledge and learning are not
competitive; on the contrary, they complement each other.
Statistical offices have everything to gain from strong uni-
versity departments in statistics and computer science and
from an effective computer service center.  Such relation-
ships should be explored and exploited; they represent a
two-pronged approach toward achieving a critical mass of
skills in statistics and data processing which either
institution would have a much harder time achieving
without the other.

As an example, local universities are in a good position
to introduce the use of computers, especially microcomput-
ers, at the university level either as part of a curriculum in
computer science or in support of other curricula in which
the computer is used as an important tool, e.g. statistics.  If
this is possible, it would allow many students to become
acquainted with computer based techniques prior to obtain-
ing employment.  It could provide the critical mass of
trained computer users that would have a significant effect
upon slowing leakage from the public sector.  It would also
allow earlier identification of persons with a good aptitude
for computer use and help them to determine how they
would best like to exploit these skills in their professional
life.  Government offices should work with universities in
assuring that the curriculum, where appropriate, is consis-
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tent with post-university employment opportunities within
the country.

Staff continuity.   One of the most difficult problems
faced by organizations in all countries, but especially in de-
veloping countries, is the problem of leakage of trained per-
sonnel.  The classical scenario is as follows.  A national sta-
tistical office invests resources in training statisticians and
data processing staff.  Shortly after the training has been
completed and the trainees return to their full time positions,
they find other more interesting positions either elsewhere
in the government, in the private sector if one exists, or in
another country if they are able to emigrate.1

To the extent that this such behavior occurs a great deal,
it represents both a drain upon the resources of the statistical
office and a disruption of its work program.  It further acts
as a depressant on the more optimistic expectations that
were formed when the training was planned and
commenced.  Work goals of the statistical office may not be
realized.  It may indicate that the strategic plan for the
training was overly optimistic or incorrect.

The emergence of microcomputer technology has helped
to some extent to alleviate this problem, although the
problem still exists.  First, it is generally easier to identify
staff who can be trained to use microcomputers, and to train
them, than it was to identify and train staff on earlier
generation large computers.  It is therefore easier and less
costly to adopt a strategy of training more staff in the
technology than may be required at the time, and relying
upon the additional trained personnel to fill in for the
leakage that occurs.  Second, with involvement of subject
matter specialists in computing activities increasing, a
proportionately larger amount of an organization's
computing knowledge will reside in staff other than
computer professionals, resulting in better integration of
subject matter and computing knowledge as well as
lessening the severity of the effects of leakage of pure data
processing personnel.

Sources of training.  Training in data processing has his-
torically come from a variety of sources.  Equipment suppli-
ers have been active in promoting the use of their products.
Bilateral and multilateral foreign aid have contributed both
by providing on-site experts and in funding training in
foreign countries.  Local universities and firms in the private
sector have occasionally been important contributors of
expertise.
                                                

1 The argument is made that, with the exception of leakage outside of
the country, such leakage is not as detrimental as it may seem because the
country nevertheless benefits from the increased training in some manner.
While this may be true, continued substantial leakage from the statistical
service specifically may result in a perpetual shortfall of output relative to
expectations.  If such leakage is systematic, the continuing shortfall in
output can be dealt with either by explicitly scaling back expectations from
the statistical service or by shifting the responsibility of such training to a
unit more central in government, since such training is useful in many
sectors within government and not just within statistics.

Historically, most training in basic data processing skills
has been provided by suppliers of mainframe equipment.
Such an arrangement has been in both the customer's and
the supplier's interest, since the computing equipment will
not perform satisfactorily unless the customer had a techni-
cal staff that knew how to use it.  With the trend to smaller
and more inexpensive computers, suppliers of computing
equipment have diminished their training offerings and, sig-
nificantly, have unbundled them from the hardware.
Training can generally still be purchased, but at a higher
price relative to the price of the hardware.

The shift in technology toward microcomputer use has
altered the balance between these sources of training in a
fundamental way.  During earlier years when countries and
organizations were acquiring mainframe computers, sub-
stantial training was provided by the equipment supplier as a
part of the acquisition.  Such training was required because,
inter alia, successful exploitation of the equipment
depended upon a trained staff, and there were often few
sources of training other than the supplier.  Customer
satisfaction was an important marketing consideration, and
therefore the supplier considered adequate training an
essential part of the goods and services that had to be
delivered.  The cost of this training was real, and was
bundled into the purchase or rental price of the equipment.2

However, it generally did not appear explicitly as a charge
to the customer.

The evolution of computing technology up to the present
pervasiveness of microcomputers has substantially changed
this balance between sources of training.  First, the breadth
and depth of computing expertise by users of the technology
has increased over time, causing training activity to be less
necessary for the success of a computer installation.  As a
result, suppliers have increasingly unbundled their training
offerings from equipment sales, allowing customers with ei-
ther a trained staff or an internal training capability to be
able to provide such training internally.  Second, as cus-
tomers were increasing in sophistication, suppliers' reputa-
tions no longer were so dependent upon their providing suf-
ficient training directly; it was increasingly perceived that
users were responsible for obtaining whatever training was
necessary to use their computing equipment appropriately.3

With the introduction of the microcomputer, the high cost of
                                                

2 The relative prices of hardware and services encouraged such
bundling.  The cost of such training in earlier years was small relative to
the substantial financial commitments made by customers to rent or acquire
such equipment.  The real costs attributable to training could therefore
easily be absorbed with little or no notice within an overall price that was
dominated by hardware production costs.

3 Since software manufacturers depend more upon satisfied users
recommending their products to others, they have exhibited more concern
about training users.  Such training has taken the form of good
documentation as well as on-line tutorial programs which lead users
through the steps of using their programs.  In developed countries there is
now a small industry that supplies tutorial training material for a wide
variety of commonly used microcomputer software packages; such
products are sometimes inexpensive and useful.
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labor relative to the cost of equipment alone guaranteed an
end to bundled training; the cost of training was a substan-
tial fraction of the cost of the hardware and often exceeded
it.  System acquisition and training were therefore almost to-
tally separated.

The shift in sources of training also has advantages.
Training provided by suppliers of computing equipment was
often narrow and technical, suitable for computer specialists
but less appropriate for statisticians wanting to learn some-
thing about data processing.  The existence of only such nar-
row training may have assisted and perpetuated the role of
data processing staff in operational activities and the partial
abdication of statisticians from them.  Now that developing
countries and providers of external aid have more pressure
put upon them to provide such training, the training can be
shaped more appropriately for the situation and for the
relative roles that statisticians and data processing staff will
play in the future in national statistical offices.

Operating Services

Users of a large computer system use it either in batch
mode by placing prepared jobs in a batch queue or by inter-
acting with it through a computer terminal.  Using either
method, the computer is given a series of instructions to ex-
ecute that are specific to the task at hand.  In general, the
user does not see and has no need to see the actual operation
of the computer, which is attended to by an operations staff.
That staff operates the physical equipment that comprises
the computer system, including changing disk packs and
tapes, stocking the printer with paper and separating and de-
livering output, responding to exception conditions, execut-
ing diagnostic programs if machine malfunctions are sus-
pected, monitoring environmental conditions, scheduling the
order of tasks, and powering the system up and down as
required.  The operations staff also mediates conflicts be-
tween demands for access to computing resources during
periods of peak loads, and balances how resources are
allocated among activities having different priorities.

Operators provide a very important service generally re-
ferred to as backup.  Periodically, each file stored within the
computer is written, or backed up, onto magnetic tape.  In
busy computer installations, this procedure may be executed
daily.  The tapes produced are labeled by date and time of
creation, and are stored in a safe place.  Some computer in-
stallations make two copies and store one in a different
building, thereby protecting against the possibility of de-
struction of a sole copy.  The backup tapes are used to re-
store files in the event of an error by either the user or the
computer system which contaminates or erases one or more
of the user's files.  While such errors are not common, they
do occur, and the cost of losing irrevocably programs and
data in which much has been invested is too great a cost to
bear.

Backup services generally are provided automatically to
users of large computer installations.  One of the advantages
of having microcomputers connected to a local area network
is that system and network resources for all computers on
the network can be concentrated in the server system.
Backup of these computers then reduces to backup of the
server which is a network operation and can be performed
by the network manager, rather than being an individual
user operation which requires the co-operation of many
individuals.  Reliability and dependability of the process is
enhanced.

A microcomputer user is faced with simpler operating
chores.  The machine must be initialized for work properly.
Diskettes and disks (and possibly other forms of input) must
be arranged in the right order and given to the executing
program as required.  The printer must have paper installed
in the correct path, and must be kept clear of paper jams.
Occasionally the ribbon will need to be replaced.  Diskette
and other computer media need to be stored in safe places.
Some additional similar chores may be required, depending
upon the complexity and the configuration of the system.

Microcomputers are vulnerable to the same kinds of
problems as larger computers, although the frequency and
severity of the problems may not be the same.  It is therefore
important to ensure that all information stored in a mi-
crocomputer on a fixed disk be backed up regularly.  While
such a function is routine, most users perform it only occa-
sionally, and as a result valuable data or programs are not
infrequently lost.  Backup is an operational service that ei-
ther must be performed by the user, or must be provided by
a central operations service on a decentralized base of
microcomputer systems.

Census agencies should ensure that the above operating
functions are assigned explicitly and the staff responsible
for carrying out these functions are trained to perform them
properly.  In particular, file backup procedures should be
firmly institutionalized, and the backup file copies should be
stored in a secure place not immediately adjacent to the site
of the central data processing activities.

Hardware Maintenance Services

Hardware maintenance services are of two kinds: (1) pre-
ventive; and (2) problem diagnosis and repair.  Preventive
maintenance takes several forms, including physical
cleaning of parts of the computer, checking and oiling
mechanical parts as required, replacing parts with limited
lives on a scheduled basis, executing diagnostic computer
programs that check the correct functioning of the various
units comprising the computer system, and installing
engineering changes issued by the supplier's manufacturing
and design center to correct error prone circuitry and
provide for greater reliability.  Problem diagnosis and repair
consists of examining situations in which the computer is
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apparently not performing correctly, diagnosing the
problem, and effecting the necessary repair.  To perform the
latter function properly may require having some
specialized tools, manuals containing detailed hardware and
software descriptions of the computer system, and a supply
of spare parts and a communications and transport link to a
regional or national diagnostic and parts service.

It is important to realize that when a complex computer
system behaves in an erratic or incorrect manner, it may not
be obvious initially even to specialists whether the problem
is due to faulty hardware, faulty software, incorrect opera-
tions procedures, or even a problem with an application
program.  Sometimes the problem may arise from an
interaction between hardware and software modules that has
never occurred in the past.  The problem may be due to in-
compatible versions of several software modules being exe-
cuted together; programs from different suppliers may em-
body assumptions that conflict when they are joined.  The
major challenge facing technical staff who perform such di-
agnosis and repair is to identify at which level the problem
exists and then to isolate and understand what is causing it.

Historically, mainframe computer installations have con-
tracted directly with the supplier of the mainframe for
hardware maintenance.  The supplier is in the best position
to understand the intricacies of the equipment, provide spare
parts, and train a force of service technicians who can be
stationed at installations of that particular computer model.
In general, minicomputer users have followed the same
strategy, although with simpler minicomputers users have
assumed somewhat more of the responsibility for maintain-
ing their own systems.

Given the relatively high cost of contracting directly with
a computer supplier to provide hardware maintenance, some
developing countries have trained national technicians to
provide these services, but in most cases this strategy has
not worked well.  Technicians who have been trained so
narrowly on only the current model of computer are unable
to move to new systems without substantial retraining.
Also, once trained, there are strong financial incentives for
the technician to move to the private sector or even to an-
other country.

The situation is the reverse in the microcomputer indus-
try.  Microcomputers are relatively simple and inexpensive,
and because of both the simplicity and advanced
technology, the rate of failure of any single piece of
equipment is relatively low.  Maintenance contracts may be
offered by the manufacturer of the equipment, but are most
often fulfilled by local dealers who are likely to be
independent of the manufacturer.  There is a retail level and
often a wholesale level in the distribution channels for
microcomputers that separates the original manufacturer and
the customer.

Where competent and dependable local dealers exist,
microcomputer hardware maintenance can be obtained from
them, although the price may be high.  Self-maintenance
strategies are more feasible with microcomputers, and may
be necessary if no local or reliable source of external
maintenance is available.  In any case, customers should
have some level of awareness of common hardware
problems and how to deal with them, simply to maintain an
efficient working environment.

Organizations choosing to perform self-maintenance for
their microcomputers can take advantage of a well known
technique of isolating hardware faults which depends upon
redundancy of equipment.  Microcomputers are generally
employed in clusters, very often with groups of machines
having identical configurations.  When a particular
computer gives erratic or suspicious results, the problem can
be investigated by moving components of the suspect
machine to another machine that is functioning properly.
For example, first the software copy that is being executed
can be moved to another machine, followed one by one by
the data file, the printer, the video monitor, the special
printed circuit cards if any, the connecting cables, and any
other components of the system.  At some point, the
problem will move, and the component needing more
investigation or repair will be identified as the one that was
moved when the problem moved.

When dealing with erratic or incorrect behavior in a
microcomputer system, it also may not be obvious whether
the problem is due to faulty hardware, faulty system
software, incompatibility between application program and
operating system, incorrect operations procedures, or a
problem with an application program.  Since hardware and
software are likely to come from several different suppliers
in a microcomputer environment, the possibility of two
modules not working together properly is slightly higher
than in a mainframe environment.  It is necessary to be able
to perform most diagnoses like this within the organization,
since reliance upon external assistance for every such prob-
lem will be quite expensive.  The best and most practical
way to address situations such as these is to have a mini-
mum critical mass of knowledge and experience in both mi-
crocomputer hardware and software within the organization.

The overriding issue in supporting a microcomputer in-
stallation is, when the system malfunctions or appears to
malfunction, whether the situation can be diagnosed and
fixed relatively quickly most of the time.  If an organization
has such a capacity, then reliance upon microcomputing
technology is likely to be useful and effective.  If this condi-
tion cannot be met, then such reliance is more likely to lead
to frustration, periods in which activity is blocked, and
higher costs of operation.

Having adequate hardware maintenance support is an es-
sential part of any census data processing strategy, whether
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the processing is performed on a large scale computer or on
microcomputers.  Census agencies should ensure that such a
strategy is formulated at the planning stage, and that any
necessary training, establishment of relationships, and pro-
curement of tools and spare parts occurs before the process-
ing begins.  Fortunately, there are a number of strategic di-
rections that can be taken, the simplest of which is to obtain
a significant number of redundant systems to be placed into
service as others malfunction.  If countries are able either to
train local staff in board level fault isolation or better, or to
take advantage of other local technical resources such as
might be found in the national telecommunications agency
or similar technically oriented group, then reasonably
effective hardware maintenance can generally be assured at
reasonable costs.

Applications Implementation and Management

The responsibility for implementing the actual set of
application programs and managing their use is the part of
the computing task that has historically been closest and
most familiar to the user or organization using the
computing system.  Statistical offices have become
intimately involved with these tasks of necessity in the past.
Nevertheless, there are considerations that must be taken
into account in a microcomputer based environment that are
somewhat different from those in a mainframe environment.

The integration of system and applications software, and
its continued functioning over multiple system releases and
possible hardware configuration changes has been discussed
above.  The need to maintain a stable and accurate
computing environment in such dynamic conditions may
have a bearing upon the choice of applications software and
especially the amount of external support that is available to
assist in this task.  In particular, it is likely to shift
preferences in favor of purchasing popular and well known
commercial software as well as software from technical co-
operation agencies rather than relying upon internal
software development.  Such a shift leads to having to make
more choices regarding the relative advantages of certain
programs over others; one dimension to be evaluated in
making such choices is ease of implementation and stability
within the microcomputer environment chosen.  For census
data processing activities in the short run, these choices are
relatively limited, but the principle applies to statistical
applications beyond the next population census.

User organizations need to maintain the critical mass of
computing skills that will allow them to succeed with the
applications task.  In previous years, the computing
activities in many developing countries were centered
around one or a few computers.  Computing skills that
existed in the country were located near one of those
computers.  Each computer center had not only access to
hardware and software, but also access to a small but critical
mass of knowledge that allowed the computing organization

to function.  This critical mass was important for learning,
obtaining others' opinions, and for reinforcing positively the
progress made by the organization.

With the distribution of hardware through independent
microcomputer systems, the human skills and knowledge
have also had to become distributed.  This intensifies the
danger that too widespread a distribution will dilute the
critical mass too much, leading to a sub-optimal use of the
computing resource and the overall activity completed not
as well as it could have been.  Statistical organizations
should assess this risk in their own context and take
whatever measures are possible to minimize it.  In
particular, it is dangerous to assume that distributing
computing hardware in the form of individual
microcomputers will by itself lead to solutions to computing
problems, irrespective of the way in which staff support can
be distributed with it.

Subject matter activities that are moved to
microcomputers will require at least as much organization
imposed upon them as they did when implemented upon
central computers.  With multiple machines in operation, it
will be tempting for individuals to make changes to their
local microcomputing environment for real or imagined
local efficiencies, without understanding that they may be
affecting the entire statistical production process
detrimentally.   While individual initiative in improving the
use of the computing resource should be encouraged,
improvements must be introduced in an organized and
controlled manner to protect both the integrity and quality of
the data that are being processed.  Data processing, subject
matter, and operations staff must all be made to understand
and subscribe to this method of operation.

Capacity Planning and Configuration Management

Mainframe computer installations almost always have a
professional staff containing system programmers, opera-
tions staff, and user assistance staff.  They monitor the ac-
tivity of their computing equipment and often measure the
utilization rate of various system resources.  Such mea-
surements provide guidelines regarding present and future
demand for specific resources, whether it be computing ca-
pacity, communications bandwidth, disk mass storage, or
printing capability.

The monitoring process allows the management of the
computing facility to modify its configuration over time to
provide balanced and effective service for its users.  It also
allows them to identify when and how quickly user demand
is approaching the fundamental constraints built into the
model of computer system they have installed.  As such bar-
riers are approached, management generally begins concrete
planning either for replacement of the system or for a more
significant augmentation of the facilities in order to supply
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its users with a more continuous service than would
otherwise be possible.

This function is largely alleviated for microcomputer
users because of the modularity of the technology.  Often,
additional capacity required means purchasing one or more
additional computers.  However, some constraints are
somewhat more difficult to deal with, such as limitations on
disk file sizes and disk space, network congestion, and oth-
ers.  While such problems are infrequent, the responsibility
is upon the user to anticipate such circumstances and devise
a plan for either alleviating capacity constraints or modify-
ing the procedures to be performed in such a way that the
constraints can be bypassed or worked around.

The staff members within the census data processing op-
eration who have responsibility for systems work and opera-
tions management need to be sensitive to these issues so that
they can alert census management when there appear to be
resource constraints that are affecting completion of census
data processing activities according to the planned schedule.
Such a responsibility is consistent with their other roles in
managing the overall data processing operation and
resolving operational problems that arise during the course
of the processing activities.

Summary

Microcomputer technology is appropriate technology for
many areas of computing in developing countries.  Statisti-
cal agencies in both developed and developing countries are
beginning to adopt this technology, and experience to date

has generally been very positive.  Some countries have pio-
neered in employing it to process their censuses of popula-
tion and housing, with positive results.

Microcomputers are, however, not a panacea for all data
processing problems.  Establishing a microcomputer based
data processing operation entails fulfilling the same respon-
sibilities that existed in previous mainframe or minicom-
puter environments.  While the underlying problems and
processes have not changed, the responsibilities have often
diminished to the point of not being directly visible.  This is
due largely to the increased ease of use and simplicity which
characterizes many microcomputer environments.

Successful exploitation of microcomputer environments,
whether for population census data processing or for other
applications, depends upon recognizing that these responsi-
bilities associated with computing continue to exist in all
computing environments, although with microcomputers in
diminished or different form, and that that they must be met.
This is often a matter of their proper recognition in the
analysis and planning of a data processing operation.  If re-
sponsibilities are defined during planning and are allocated
to ensure that they will be met, then microcomputers can be
used with good success in addressing the various aspects of
the census data processing operation.  Census agencies in
developing countries are therefore strongly advised to con-
sider how the functions discussed above in this chapter can
be best met in their own census data processing activities,
regardless of the processing strategy chosen or the scale of
the processing operation.
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4. APPLICATION OF MICROCOMPUTERS TO CENSUS DATA PROCESSING

Background and History

The movement of the classical activities of statistical
data processing  –  data collection, editing, tabulation and
analysis  –  to microcomputers has taken place in several
ways.

First, established programs that previously executed in
mainframe and minicomputer environments have been
moved without significant changes to microcomputers.  Ex-
amples of such programs are CENTS, CONCOR, TPL,
SPSS, BMDP, PSTAT, SAS, and the population projection
program sets from both the U.S. Bureau of the Census and
the National Academy of Sciences.1  These migrations are
possible because the microcomputer system configurations
available to developers today often are at least the equal of
the mainframe environments in which the programs were
developed originally.  Limitations in the microcomputer
versions are generally related to mass storage limitations in
microcomputers generally2 and possibly the speed of scien-
tific calculations in microcomputers not having specialized
hardware to execute them efficiently.3

In addition, new programs not specifically developed for
use in statistical data processing have been adapted to per-
form such work.  The most prevalent example appears to be
the use of Lotus 1-2-3 to process aggregate data and surveys
of modest size and to provide a framework for simply struc-
tured statistical data banks.  Lotus 1-2-3 presents a spread-
sheet interface to its user which is more suited for account-
ing than statistical data processing operations, yet it has high
                                                

1 It is interesting to note different paths that were taken by these
programs en route to a microcomputer environment.  CENTS and
CONCOR were originally written to fit into small mainframe computers,
and were rather easily adapted to microcomputer environments.  SPSS and
PSTAT had their origins in the 1960's and were first implemented on the
largest mainframes available at that time; the adaptation to microcomputers
was more difficult because of the substantial amount of code that had to be
converted.  One of the most complex programs, TPL, written by the U.S.
Bureau of Labor Statistics was not converted; the system was entirely
rewritten for a microcomputer environment by QQQ Software Inc. of
Arlington, Va. by one of TPL's primary developers.  There are now few
mainframe statistical systems of general use that have not either begun or
completed a migration in some form to a microcomputer based implemen-
tation.

2  Within the developed countries, current product development work
and actual products brought to market indicate that the mass storage
restrictions are being alleviated.  The marketing problem in doing so has
been to provide individual users with adequate mass storage on a personal
basis.  The comparison for statistical offices is between microcomputers
with large mass storage and an earlier mainframe with very substantial
mass storage, but on a shared basis.  While this issue is not yet resolved, it
may be that statistical offices will need or want to rely upon large disk and
file servers connected to individual microcomputers through local area
networks.

3 Cost considerations are interesting in this area.  Within the last 10
years, additional such hardware, generally called floating point hardware,
could be added to larger computers for about US$5,000 or more.  The
equivalent hardware in a microcomputer concept is a floating point chip;
these currently cost about US$75 to $300.

value for work in statistical offices.4  Similarly, some
simple data base management programs such as dBASE
have been used to implement both numeric storage and pro-
cessing of small data collections as well as administrative
operations that were either performed with text editors or
special programs in previous computer environments or
were performed manually.  Such new tools are not only use-
ful for some statistical activities per se, but also for the
management of large statistical activities which were previ-
ously not easily automated in an efficient manner.

Finally, for data entry procedures that were already being
executed on primitive microcomputers using a combination
of physically oriented controls and arcane languages,5 the
move to more general and powerful microcomputer envi-
ronments must have been very welcome.  A new generation
of data entry programs, typified by Entrypoint, Rode-PC
and CENTRY, provide considerable power, integration of
data entry and editing, and use of multi-purpose hardware
that can also be used for most other functions in the office.
Portable computers allow the concrete possibility of
substantial decentralization of the data collection activity up
to the actual point of collection.6

History of Census Data Processing on Microcomputers.
Initial use of microcomputers for census data processing be-
gan in the year 1979.  The first countries to adopt this tech-
nology were small and geographically remote.  In general,
they had no installed computer base, and the market for
computer systems was insufficient to attract any computer
supplier to enter the country.  Further, even if a computer
                                                

4 An interesting related development has been the recent emergence of
programs which make use of the spreadsheet metaphor within the context
of official statistics represented in tabular form.  A good example is
provided by PRTAB from Prospect Research in New Haven, Conn.  Such a
model allows data to be represented in spreadsheet or tabular form, with the
advantages of being able to manipulate the table in standard ways; it also
provides the additional attributes and superstructure that characterizes
official statistical tabulations: footnotes attached to rows, columns, and
entries, grouped headings; an expanded notion of units of measure; non-
cardinal data classifications for categories such as missing, insignificant,
and not applicable, with the spreadsheet algebra extended to cover such
categories.  While the extent to which such an approach is useful remains
to be determined, it is a promising development for the tabular processing
and storage of certain common types of statistical entities.

5 Classical data entry devices consisted of card punch machines, later
replaced by diskette recording devices such as the IBM 3742 and the IBM
5280.  The 3742 did little more than modify the recording medium adding
limited programmability.  The IBM 5280 was programmable in a non-
standard dialect of RPG which was not an easy language to use, requiring
professional programmers.

6 There is some controversy regarding the degree to which the computer
should itself be interjected directly into the interview or primary data
collection process; this issue is not discussed here.  However, there are
clearly a significant number of instances at present for which it would be
beneficial to couple the data collection and recording processes.  The
benefit has three possible dimensions: (1) increased speed of recording and
therefore earlier completion of the activity and dissemination of results; (2)
cost savings due to elimination of intermediate data recording steps; and (3)
increased quality of data by using the same person to collect and record
data.  The last benefit is the most intangible and least measurable
quantitatively, but may be the most important in some activities.
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were to be installed in the country, service and maintenance
calls would be prohibitively expensive because of the re-
moteness of the computer system from service and mainte-
nance centers.  Prior to microcomputer technology, it was
easier and more efficient to process such a census in another
country than to process it locally.

The following countries are some of the earliest that
have used microcomputer technology to process their
population census data:

Cape Verde Islands (pop. c. 300,000).  Cape Verde was
the first country to use microcomputer technology.  A
Billings Microcomputer system was delivered to Cape
Verde in 1979 to begin preparations for the census1.
Four additional systems were delivered in 1980, and were
used for data entry and editing operations.  Two multi-
user Onyx systems completed the installation in 1982 to
prepare the tabulations and print them for publication.

Cook Islands (pop. c. 23,000).  A single user Altos mi-
crocomputer system was installed in 1981 to process the
population census data.

Comoros Islands (pop. c. 420,000).  Two multi-user
Altos microcomputer systems were installed at the begin-
ning of 1981 to process all phases of the census data pro-
cessing.

Sao Tome and Principe (pop. c. 90,000).  Two multi-
user Altos computer systems were installed early in 1982
to process all phases of the census data processing.

Laos (pop. c. 4,200,000).  PC-compatible Honeywell-
Bull microcomputers were used in 1984-85 for all phases
of the census data processing.

Burkina Faso (pop. c. 8,000,000).  The 1985 population
census was processed by 28 IBM personal computers of
different sizes and capacities, using Bernoulli cartridges
and magnetic tapes for large file storage.2

Other countries have applied microcomputer technology in
the past to portions of their census data processing activities.
Furthermore, a number of countries such as Cameroon,
Ethiopia, Malawi, Niger, Senegal, and Swaziland, inter alia,
                                                

1 Microcomputer systems made by Billings, Altos, and Onyx based
upon Z-80 microprocessor chips and 64KB to 256KB memory sizes were
used in the early 1980s in large part because of their support of the OASIS
operating system.  These systems were specified before IBM entered the
microcomputer market and before the MS-DOS operating system existed.
Since then, MS-DOS dominance of a large part of the microcomputer
market has encouraged convergence to it as a standard operating system
environment in which to work.  Of the above three computer firms, only
Altos still exists.

2 A comprehensive retrospective description of the use of micro-
computer technology in the Burkina Faso census is contained in
"Traitement des Données d'un Recensement par Micro-ordinateur," United
Nations Statistical Office, Project INT/88/P09, June 1988.

are now employing microcomputers to assist them in this
area.

As microcomputer technology has improved, it has been
possible to use the technology in larger countries but also
for more functions.  The following sections describe the
census data processing applications that are now feasible us-
ing microcomputers and that should be considered by coun-
tries wanting to exploit the technology for processing popu-
lation census data.  Chapter 6 discusses additional activities
that are just becoming feasible or will become feasible in
the near future.

Census Management

Conducting a population census is an enormous task, re-
gardless of the size or degree of development of a country.
A successful population census demands involvement on the
part of all of its inhabitants.  Substantial  organization and
resources are required to bring about such involvement in a
structured manner, on a given timetable, and to produce use-
ful results.  Microcomputer technology can help substan-
tially to increase the efficiency with which the managerial
and organizational aspects of the census process are per-
formed.

Project planning.  Complex activities such as a popula-
tion census consist of a large number of smaller tasks which
are interdependent in many ways.  Each smaller task
depends upon predecessor tasks being completed, consumes
resources, and produces one or more outputs.  Tasks must
be scheduled in such a manner that their preconditions are
met and resources are available.  For all tasks together,
sufficient resources of all types – human, physical, and
financial – must be available to permit the overall census
activity to proceed on schedule.

A variety of microcomputer based project planning and
scheduling programs now exist that can automate a large
fraction of the planning activity.  Most such programs pro-
vide for different views of the process, providing schedules
of required resources, time line charts, task dependency ta-
bles, cash flow analyses, and critical path charts.  More use-
ful programs generally provide good graphical and pictorial
output that is easily understood and digested by planners
and operational administrators.3

The use of such a program has several advantages.  First,
it provides a relatively comprehensive framework into
which concrete assumptions can be placed, and within
which the implications of the assumptions can be measured.
If there are different assumptions regarding the productivity
or delivery of a resource, then the planning program can be
used easily to provide the implications of the two different
                                                

3 Two examples of such packages are Harvard Project Manager on the
IBM PC and Claris' MacProject on the Macintosh.  There are many other
such programs available on the market today.
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assumptions, including whether timing has been modified
for the critical path through the entire process.

Furthermore, the planning model serves as a basis for
keeping the plan for the activity up-to-date.  Complex activ-
ities rarely proceed exactly as planned; deliveries are late,
unexpected difficulties arise, and some work may be
completed ahead of schedule.  By continuing to modify the
plan, updated plans, schedules, and resource requirements
can be generated easily from the revised plan and can be
used to inform participants in a uniform manner about the
current state of the project.

Finally, a microcomputer based planning tool can be
used to provide a more accurate retrospective assessment of
the process.  Each time the census plan is changed, a new
version of the schedule is created, with different resource re-
quirements, possibly new activities that were not initially
thought of, and new relationships between the simpler con-
stituent tasks.  Each revised plan and schedule contain more
historical information about the course of the census to that
time, and the final version of the plan will reflect the entire
course of the project.  By comparing the initial plan with the
final plan, a relatively accurate retrospective assessment can
be obtained about the adequacy of the original plan, both
structurally and in terms of resources required.  Such an as-
sessment can be a valuable tool in assessing planning pro-
cesses in general in a statistical office, and can lead to
better, more realistic plans for future statistical activities.

Geographic data base.  For the purposes of census enu-
meration and organization of reporting census results, the
geographic area of a country is subdivided in a hierarchical
manner into smaller and smaller units.  The smallest of such
units is generally called an enumeration area (EA), corre-
sponding to the area which is assigned to a single enumera-
tor for data collection.  While each country has a slightly
different method of geographic disaggregation and naming
of the units at each level, the practice of hierarchical
disaggregation is required for both substantive and
managerial reasons.

The enumeration area is the basic unit of aggregation for
census results.  Data from enumeration areas are further
grouped and the results aggregated to provide information
about larger areas of a country.  The enumeration area is
also administratively important.  Enumerators are hired and
assigned to enumeration areas.  Enumerators require certain
kinds of training prior to enumeration.  Questionnaires, and
sometimes additional resources such as fuel or transporta-
tion, must be provided to them  prior to enumeration day.
After the enumeration has been completed, the question-
naires must be returned to a processing center at a higher ge-
ographic level.

Information such as this regarding the geographic
organization of the country is a basic data collection that can

benefit from being created and maintained in computer
form.  Such a collection is often called a register; in this
case, it is a register of enumeration areas.  Such a register
should include a record for each enumeration area in the
country; this record should include information regarding
the geographic hierarchy so that information about areas can
be aggregated to produce information at higher levels, in-
cluding the entire country.  For example, the record for each
EA could contain a field for the initial count of persons and
families enumerated; the initial and provisional population
count could then be obtained by adding all such values as
soon as all EA initial count data were available.

Either the EA register or a duplicate of it can be used for
administrative aspects of the census that are applicable to
the EA level, such as the hiring and training of the enumera-
tor, payment for services, and delivery and return of
questionnaires.  The enumeration area register may be kept
on a microcomputer using any one of a number of data man-
agement tools and techniques.  Relatively straightforward
data base management systems are one appropriate tool for
this function.

It is very important to build such a register of enumera-
tion areas with which the processing of enumeration area
files can be directed and controlled.  In processing a popula-
tion census of any significant size, it is relatively easy for
operational mistakes to be made which result in the inclu-
sion of a particular area either more than once or not at all in
the final population microdata file.  The importance of hav-
ing an effective control mechanism for tracking enumeration
area data accurately through the various stages of its
processing cannot be overestimated.1

A computer based EA register provides significant bene-
fits.  First, it provides an official list of all data collection
areas in the country, with officially designated names that
can be used to cross reference other data, such as
administrative responsibilities and maps.2  Further, such a
list will be useful and often necessary to provide labelling
information for tabulation program output.  In addition, such
a register can be used to maintain the current status and
location of data collected from the enumeration area for
                                                

1 In the early 1980s, the International Statistical Programs Center of the
U.S. Bureau of the Census distributed a program, CONTROL, that
provided many of the functions for establishing and managing such an
enumeration area data base.  CONTROL was written to run on an IBM 370
type mainframe, and served as a prototype program in this application area.
ISPC is developing a successor to CONTROL that will run on IBM-
compatible microcomputers; such a program would be an important part of
their IMPS (Integrated Microcomputer Processing System) package
currently being produced.

2 Assembling such a list of enumeration areas is not a trivial task, and
the time to do it must be included in the overall plan and time schedule for
census activities.  The  composition of the list will change, perhaps
substantially, between decennial censuses.  Naming of enumeration areas
may be subject to certain national and local procedures.  If the national
alphabet cannot be represented directly in the computer system that will be
used to process the census data and print the results, substantial translation
or transliteration of these names into an alternate character set will have to
be performed.
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retrieving both physical questionnaires and data in machine
readable form.

Finally, such an enumeration area control file can be
used as a convenient way of providing initial aggregate
statistics for the country as a whole.  For example, adding
fields for initial counts by sex and by gross age ranges
would provide a quick capability to produce initial
population figures in those groups.  Such information might
be entered as the initial batches of questionnaires and batch
summary statistics were received from enumerators and
field supervisors, providing a record of receipt of the forms.

Cartographic data base .  Almost all developing
countries maintain a collection of maps for census
enumerations.  Often these maps must be updated
significantly prior to a census enumeration.

Microcomputers can be used to create and maintain an
index of the collection of maps.  Data can be added to the
enumeration area register to point to the most current map
of the area.  The registry of maps can include the year in
which the map was last updated, as well as other
characteristics.  Some maps may have been created for mul-
tiple purposes, or may display information beyond what is
required for census enumeration; it may be useful to include
such information in the map registry so that  it can be
retrieved electronically.

Logistics.  Although part of the overall planning process,
some logistical operations deserve individual attention.  In
particular, the delivery of essential material to support the
census can be a significant problem in some countries.  Such
material includes questionnaires, vehicles, and petrol, for
example.  Microcomputers can be used to create and
maintain requirements lists, delivery schedules, and invento-
ries.  If the situation is complex, they can be used to con-
struct submodels of the delivery process that with some pro-
grams can then be integrated into the overall computer
based model of the plan described above.

Personnel control and payment.  A substantial number of
people are involved in the census taking and processing ac-
tivity, many on a temporary basis for the duration of one or
more large tasks.  Computers can be used to register the
names and personal characteristics of the workers and to
compute their net payments.  They can also be used to pro-
ject the rate of payments for some activities, such as data
entry, with the percentage of the work completed (from use
of the EA register to track data entry progress, for example)
and with the amount of time and money allocated to the task
(obtained from the computer based plan).  If all of this in-
formation recorded in microcomputer files, it can be brought
together fairly easily to provide feedback for judging how
the overall process is being executed.

Cycles of Data Collection and Processing Activity

There are three cycles of data collection and processing activity associated with a census of population and housing.

Pilot census.  The purpose of a pilot census is to test all
aspects of a planned census, including data processing
operations, for one or a few very small areas in the country.
It is a prototype, or forerunner of the full census.  The re-
sults of the pilot census provide important feedback to plan-
ners, and allow them to modify procedures to improve the
administration and operation of the full census, including
taking measures to improve the quality of the final data col-
lected.

Pilot census operations provide an important test for data
processing procedures.  Even though the bulk of data pro-
cessing activities are performed after the enumeration as
been completed, census offices should regard data
processing as an integral part of the pilot census test.
Because the volume of data collected is intentionally small,
it can be processed relatively quickly.  Using a processing
strategy based upon microcomputers helps; no longer must a
large computer be installed prior to a pilot census, but rather
one or a very few microcomputers can now be used to
process the limited data.

Other benefits accrue from processing the pilot data
promptly.  The process of obtaining and installing the initial
microcomputers can be tested prior to the enumeration.  If
the computers are IBM PC-compatibles, their compatibility
with the processing software selected can be tested at a time
when there are not substantial pressures to proceed with a
heavy workload.  If substantial difficulties are encountered
in processing pilot census data, both the financial and the
cost in time of having discovered them will still be moder-
ate.  Likewise, if any of the initial choices of processing
software do not meet prior expectations, there is still time to
obtain and evaluate an alternative strategy before the full
enumeration begins.

Long and short forms.  Population and housing censuses
generally use two collection instruments to gather data,
called the long and short enumeration forms.  The short
form contains the basic set of questions that are asked of ev-
eryone, and is used to enumerate a very substantial majority
of the people and housing units in the country.  If use of a
long form is a part of a country's census strategy, it is used
to collect additional information describing a relatively
small proportion of the country's inhabitants and housing
units.  The long form should contain all of the questions
included in the short form, with no changes, so that this core
or common information may be used to compute
information covering 100% of the population and housing
units.

The combination of long and short form satisfies a coun-
try's needs for 100% coverage of basic information, while
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providing greater detail in some areas yet limiting both ex-
cessive respondent and processing burden.  The presence of
two different forms, however, must be taken into account in
the data processing strategy.  In particular, each of the basic
stages of processing – data entry, data editing, and tabula-
tion, must have both basic and extended stages so that the
additional long form information receives appropriate atten-
tion.

Two basic strategies present themselves.  The first is to
process both short and long form information combined
through all stages of processing.  If this strategy is chosen,
the various software modules chosen must be able to ac-
commodate this difference and treat both types of records
based upon their type.  Software for processing complex
surveys, such as ISSA (Integrated System for Survey
Analysis) should have little trouble dealing with such a
record and file structure, since it is simpler than many sur-
vey file structures.  More elementary software will probably
not be able to process such files.

The second strategy is to create two files, consisting only
of short form records and long form records respectively.
Then from the long form records, short form records can be
derived since short form information is a proper subset of
long form information.  The complete short form file, con-
sisting of the original short forms and the extracts from the
long form file, will provide basic census information for
100% of the population, while the separate long form file
can be used to obtain more detailed information on a subset
of the population.  Projections of this more detailed infor-
mation for the entire population can be obtained by comput-
ing and applying weighting factors to each record based
upon the sampling framework used to assign the distribution
of long forms.

The second strategy permits less complex software to be
used in processing the short form data, but requires that the
operation of extracting the long form records and ensuring
that the short form information remain in the short form file
be carefully managed and controlled.  Given the large num-
ber of basic enumeration areas being processed, inadequate
controls could result in an improper mixture of record types
on some files, the possibility of some long form records be-
ing removed from the short form file without leaving in
their short form equivalent, or the possibility of some long
form records being reintroduced in the short form file more
than once.  A formal control structure is necessary to ensure
that each processing step required is performed on each pro-
cessing unit in exactly the correct sequence.  The enumera-
tion area register, with extensions to provide information on
processing steps taken, is perhaps the best approach to pro-
viding such a control structure.  Such a control system can
run on a microcomputer, and should be able to be queried
interactively to determine the production status of the data
for any enumeration area or work unit at any time.

Short form data results in relatively short records with a
simple, two-level hierarchical structure, and can be
processed by a number of census and survey processing
programs as well as programs written primarily for
statistical analysis.  Long form data may have a more
complex structure, and may benefit from processing by
programs more adept at handling more complex record
structures and data representations.

The choice of processing strategies may depend upon
whether long forms are distributed more or less randomly
throughout the country, or whether they are strongly clus-
tered in specific enumeration areas or larger geographic ag-
gregates.  In the latter case, the task of separating the forms
for different types of processing is simplified, and the two
record types are somewhat easier to manage, since computer
files up to some level of aggregation only contain one type
of record.

Post-enumeration survey.  Finally, a short time after the
actual enumeration a post-enumeration survey is generally
taken to assess the accuracy of the enumeration.  The post-
enumeration survey is generally a survey of moderate size.
Its limited size often permits it to be processed by a more
comprehensive survey processing package if its structure is
complex and if there are other advantages in doing so.

Data Collection and Recording

There are a number of different technologies that can be
used for collecting census data and recording it in machine
readable form.  They include manual recording of responses
in the field with pencil or pen, mark sense documents that
provide for automatic scanning and entry of responses,1 and
computer assisted data collection.  The first two have been
used in developing countries; the third method is still exper-
imental and has long run promise.

Questionnaire design.  Microcomputers can be used to
assist in preparation of census questionnaires, using the
technology commonly known as desktop publishing.  This
technology exploits the graphics screen capability that many
microcomputers have, combined with medium resolution in-
expensive laser printers and software that has extensive
page layout capabilities.2  Using such software, a forms de-
signer can lay out a page electronically, using lines, boxes,
graphic images, and text of various sizes and fonts, more
easily than it can be done manually.  Output  printed using
                                                

1 OMR (Optical Mark Reader) technology has been used effectively for
population census data collection in the past even in some large developing
countries.  OMR products now exist for smaller scale data collection
activities, and they can be connected to and controlled by microcomputers.
Exploiting OMR technology on a large scale requires close attention to the
quality of all phases of questionnaire preparation, as well as a field staff
that is trained to handle the OMR forms properly prior to entry into a
computer system.

2 Examples of such desktop publishing software are Quark Xpress,
Ready Set Go, and Pagemaker for the Macintosh, and Ventura and
Pagemaker for the IBM PC and compatibles.
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the laser printer is generally of sufficiently good qual ity that
it can be used as copy for bulk printing of the question-
naires.

Page layout software allows questionnaire design to pro-
ceed iteratively.  An initial version of the questionnaire can
be created and copies circulated for review.  Changes can be
made to the page images that are stored electronically and
new copy can be produced using a laser printer without any
typesetting or other mechanical printing operations.  The
ease of revision is likely to lead to correct and more
readable questionnaires, which can influence the quality of
the data collected.

Desktop publishing software can be used to design and
print questionnaires designed for manual or mark sense data
entry.  In the case of questionnaires that will be read by a
mark sense scanner, some specialized assistance may be
needed to lay out the form in accordance with the
restrictions of the mark sense reading equipment.  In
addition, the type and quality of paper used for the eventual
bulk printing will have to meet the tolerances of the
equipment.  However, the design and modification of the
layout may be done relatively easily using desktop
publishing techniques.

Page layout software also provides an effective mecha-
nism to produce the internal operational control forms that
are needed when dealing with the quantity of paper and ma-
chine readable information that characterizes the processing
of census data.  Word processing software will be sufficient
for this task if page layout software is not available.  Using
laser printers, which are becoming increasingly inexpensive,
attractive and readable forms are relatively easy to produce.
This advantage goes beyond aesthetics; well designed forms
can assist in minimizing operational errors and therefore im-
prove data quality.

Data entry.  For the 1990 round of censuses, the majority
of countries are likely to use questionnaires that will be
completed by an enumerator and which will not rely upon
mark sense technology.  The data from these questionnaires
will need to be entered manually into computer form.  Mi-
crocomputers are ideal machines with which to execute this
process.1

There are a number of strategies that can be employed in
using microcomputers for data entry.  Strictly speaking, it is
                                                

1 It should be noted that previous data entry equipment bears some
similarity to microcomputer systems.  The IBM 3742 key to disk system
was essentially a microcomputer with very limited built-in programmed
functions.  The IBM 5280 data entry system was a general purpose
microcomputer with its own programming language, a subset of RPG-II,
with which the data entry process could be programmed.  Multiple key to
disk systems, which were quite prevalent 10 to 15 years ago, used
unintelligent key stations and placed the intelligence in a small shared
minicomputer that maintained the disk files of completed work.  These
latter systems are somewhat similar to networks of personal computers that
may be used to enter data.

not necessary to use a specialized program for this purpose;
a line editor can be used to create records from individual
and household data by recording the information, character
by character, in the appropriate positions of the line.  In
practice, however, this procedure is inefficient and error
prone, and should not be used.

Another approach is to write specialized programs that
will perform the data entry procedure for the specific task of
recording data from a specific census.  Such programs can
be written in higher level languages such as Basic or Pascal
or even within an applications program such as dBASE and
may be efficient in entering complex information types.
This techniques was used for entering census data into mi-
crocomputers prior to the development of specialized data
entry programs, e.g. for the initial censuses processed by
microcomputers listed above in this chapter.

A more recent possibility is provided by specialized data
entry programs that are specifically designed to assist in
large scale data entry.  Two such initial commercial pro-
grams are EntryPoint and Rode-PC.  These are comprehen-
sive data entry programs that were used prior to the emer-
gence of equally effective and more inexpensive alterna-
tives.2  The Blaise system at the Netherlands Central Bureau
of Statistics offers a similar data entry module; two other
programs have just been released by the U.S. Bureau of the
Census and by the United Nations Department of Technical
Co-operation for Development.  All of these programs
operate on an IBM PC or compatible system.  These
programs have the advantage that they are tailored to enter
large batches of microdata directly, using operators having
relatively high keying rates.  Some of these programs re-
quire some basic program statements to be written, describ-
ing either questionnaire flow, error conditions, or both.3

Some of the programs in this class also have a verification
mode.  Such a mode is important as a quality control mech-
anism on all data entry operators at the beginning of the
process and selectively thereafter to ensure consistent
quality throughout.4

Prior to the use of microcomputers, coding of some re-
sponses such as industry and occupation was performed
manually.  Coders would use a table of industry and occupa-
                                                

2 For example, CENTRY and ISSA offer data entry capability that is
appropriate for population census data entry.  In addition, each of these
programs has the added advantage that it is integrated with other processing
functions or programs that meet the needs of other stages of census and
survey data processing.

3 Some of these programs require the syntax of the statements to be
supplied are Pascal-like and use only a few algebraic forms and control
structures.  The overall program environment and data structures are
embedded in the program and are not a major concern to the user.  For
these programs, some familiarity with modern programming languages is
sufficient to use the programs effectively.  Other programs such as
CENTRY and PC-EDIT require no programming skill, accepting the data
entry and logic specifications in a more tabular form.

4 The proper rate of verification depends upon the level of quality
desired and the accuracy and skill of the data entry staff.  In some
countries, an appropriate rate of verification might be 100%.
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tion categories to determine numeric values for the
enumerator's written response.  Often, such lookups would
be done at the same time that other data from the original
census questionnaire would be copied onto coding sheets in
preparation for data entry.  In one Latin American country,
coding was performed conventionally, but as the industry
and occupation codes were entered the computer retrieved
and displayed to the data entry operator the text
corresponding to the numeric code.  While such
mechanisms are not commonplace now and involve an
additional expense in computing resources, it is possible that
in the future such coding assistance could become routine
and lead to an improvement in data quality.1

Error correction philosophy.  A significant operational
issue in statistical data entry is when to detect and correct
perceived errors in data.  Some recorded values are almost
certain to be errors, such as a sex code not corresponding to
male or female, while others are open to substantial doubt,
such as a 14 year old child enrolled in a university.

The conventional wisdom with respect to this issue is
that for population censuses, the volume of data, the time
pressure for producing complete national results, and the
generally temporary nature of the data entry work force
argue strongly for delaying error detection and correction
until after data entry and accomplishing it by automatic
methods.2  The cost that is paid for adopting such a policy is
that errors cannot be corrected by an examination of the
source questionnaire, with a resulting (invisible) loss of data
quality.  The reason that it has been possible to pay such a
price is that the error rate is generally low, the volume of
data is large, and it is believed that current methods of error
correction have acceptably limited bias.3

Microcomputer based data entry programs have the pos-
sibility of improving upon this situation.  The improvement
requires that, even though the erroneous value has been
recorded in the data entry process, the resulting record is
flagged either automatically or manually as having a possi-
ble error.  An exception verification stage can be added for
each batch; the batch is verified but only those records that
are flagged by the data entry process as having a possible er-
ror are verified.  If this exception verification procedure is
performed by an operator knowledgeable in the substance of
the census data, with the original source questionnaire avail-
able for reference, it should be possible to supply correct
values for the majority of erroneous values.

                                                
1 It might be possible in the future to enter part or all of the enumerator's

written response and have the computer display the full occupation or
industry description and enter its numeric equivalent automatically.

2 The strategy embedded in the ISPC CENTRY package reflects this
orientation to doing little significant editing at the time the data are entered.

3 For example, a common methodology for dealing with imputation of
missing or erroneous values, the "hot deck-cold deck" methodology
developed at the U.S. Bureau of the Census, is capable of preserving the
variance of all distributions used to create the imputation functions.

Data control and the unit of processing.  Data entered
into a microcomputer are most easily and inexpensively
recorded onto diskettes, which can contain between 360,000
and 1,4000,000 characters of information.  A diskette can
hold information contained in a number of files, which often
correspond to data from a batch of questionnaires or all of
the questionnaires from an enumeration area.  A rapid data
entry operator in a developing country will take approxi-
mately two days to enter enough information to fill a
diskette.

Diskettes are a convenient form of initial storage for
data; they are inexpensive, removable, and can generally be
transferred from computer to computer.4  In the absence of
other considerations regarding where the computers will be
used after the census processing is completed, systems with
diskettes only are an economical choice for data entry.
After the data have been entered, they will (eventually) be
transferred to other storage media, such as tape cassettes,
computer compatible 1/2 inch tape drives, large fixed disks,
or higher capacity removable disk cartridges such as those
used by Bernoulli boxes.

A reasonable policy is to store exactly one enumeration
area's worth of data on one diskette until the entry, verifica-
tion, and perhaps some of the editing steps have been per-
formed and are complete.  During this time, the diskette can
then move physically with the questionnaires for the enu-
meration area until there is no further need for or gain in re-
ferring to the source documents.  After that, the data may be
merged with data from other enumeration areas and aggre-
gated into new files on diskette or some more capacious
medium.

The aggregation of enumeration area data into work units
or data processing units is an important part of census data
processing strategy.  The need for aggregation arises
because of the physical number of diskettes that would be
required if the data for each enumeration area were to be
stored on a unique diskette.  For example, the data for a
census of a country of 10,000,000 people might require
10,000 diskettes, assuming that there were about 1,000
people in an average enumeration area.  While the cost of
the diskette media itself is not prohibitive, maintaining the
                                                

4 In reality, the situation is somewhat more complicated.  There are
three different sizes, or form factors, for diskettes: 8 inch, 5 1/4 inch and 3
1/2 inch.  The 8 inch form factor has largely disappeared, while the other
two sizes are both heavily used.  Of the two, the larger size is the oldest,
and has lower storage capacity and a less rugged casing.  The larger 5 1/4
inch diskettes and drives may be preferred if there is reason to maintain
compatibility with existing equipment of that size.  New investments
should be channeled toward 3 1/2 inch diskette media and drives.  In
addition, for each of these sizes, there are a number of different ways to
format the corresponding diskette, not all of which are compatible with
each other.  The 5 1/4 inch diskettes can hold either 360,000 or 1,200,000
characters of information, whereas the 3 1/2 inch diskettes, formatted for
use on MS-DOS computers, can hold either about 720,000 or 1,440,000
characters and, formatted for use in the Apple Macintosh, can hold either
400,000, 800,000, or 1,600,000 characters.  While the higher capacity
formats allow more information to be stored, they are not essential for
successful operation.
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data on so many distinct units of physical media creates a
large operational control problem.  The work unit is an
aggregate of data from several enumeration areas that is
created to make the data processing operation more
manageable and more convenient.

The optimal size of the work unit chosen depends upon a
number of factors.  For all processing steps that require
physical access to the source questionnaires themselves, the
enumeration area is generally the most convenient work unit
due to the bulk and weight of the questionnaires and the
convenience of being able to associate one diskette or one
file with specific sets of paper questionnaires.

The stages of data processing beyond data entry and pos-
sibly initial editing are more automatic.  For these stages,
the work unit is likely to be defined by the storage capacity
of the medium used to contain it.  Typical choices available
to developing countries include:

• diskettes, containing from 360,000 to 1,440,000 charac-
ters per diskette;

• cartridge diskettes, containing from 5,000,000 to
20,000,000 characters per cartridge;

• cartridge tape drives; generally containing up to
40,000,000 characters per tape; however smaller files of
information generally must be moved onto a microcom-
puter fixed disk for processing; and

• standard 1/2"magnetic tapes, containing 45,000,000
characters (or up to about 160,000,000 characters at the
highest current recording density).

Enumeration units may be aggregated in such a way that
work units comprise computer files that occupy most of the
space that will be available for processing, leaving some
slack space for additions and changes to each file.  If the
largest external storage medium available is the diskette,
then the work unit should occupy most of the space of a
diskette.  If larger external storage media are available, then
a reasonable work unit might consist of a file of about
10,000,000 characters.

The precise strategy governing the choice of work units
for a specific processing load and environment is more com-
plex than can reasonably be addressed here.  Considerations
involve cost, physical volume of media involved, fixed disk
capacity and speed of microcomputers that will process the
work units, and editing and tabulation strategy.  Many de-
veloping countries may wish to seek external advice on this
matter, given the significant operational payoff in making a
good choice.

Just as it is important to control precisely the status and
location of enumeration areas being processed, it is equally

important to maintain control over the content of each work
unit and the processing stages that it undergoes.  For this
purpose, the enumeration area register should associate with
each enumeration area the identification of the work unit
which contains it.  Another register of work units should be
created to track the progress and location of each of the
work units.  The work unit register will be smaller in size,
since there will be less work units than enumeration areas,
possibly many less.

Data being entered, verified, and changed through
editing, should be backed up with regularity.  The amount of
work invested in enlarging and correcting a machine
readable file of data should not exceed what the data
processing operation can tolerate to lose in the event of a
computer or operational problem.  At the enumeration area
level, such backup is best accomplished by regularly
copying the current contents of the data file either onto
another diskette or onto a fixed disk contained in the same
machine.  At the larger work unit level, backup may require
the use of another medium such as cartridge diskette or
magnetic tape.  Backup procedures such as this need to be
made an integral part of the work of data entry and editing.

If the data entry systems are organized into a computer
network, then movement of the data can take place through
the network links.  A typical computer network contains a
dedicated microcomputer system, usually called a file
server.  All of the microcomputer systems in the network are
connected together by cabling that allows data and programs
to be transmitted between any two systems at relatively
rapid speeds.1  In practice, much of the transmission is
between the file server and the individual workstations.  In
such a configuration, workstation operators can transmit
files between the file server and their workstation, obviating
the need to physically carry diskettes between machines and
locations.  Depending upon how such a network is
configured and managed, it is possible for any workstation
to access any file of data on the server, thus allowing for a
more flexible operation.

While it is not necessary to construct a computer net-
work for processing census data, there are advantages in do-
ing so if the resources are available and the network
hardware and software technology can be supported locally.
In particular, with appropriate data base software, it is
possible to keep the registers of enumeration areas and work
units together with the processing status of data from each,
on commonly accessible files.2  It  is also possible for a data
                                                

1 Typical transmission speeds that can be achieved inexpensively using
ordinary twisted pair wiring range from 30,000 to 500,000 characters per
second.

2 Appropriate software in a networked, or multi-user environment, has
the property that any set of authorized workstations may have access to a
specific data file in order to read it, but only one workstation, if any, has
the power to change the contents of the file at any one time.  This prevents
the possibility of inconsistent updates being performed concurrently.  More
sophisticated such systems provide locks against concurrent updating at the
record or household level, rather than locking the entire file.
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entry operator and a supervisor to examine the same file at
the same time from different workstations and discuss prob-
lems that may occur.

Data Editing

Microcomputer systems provide a good computing envi-
ronment for performing statistical data editing.  They can be
used effectively for exploration and construction of
appropriate edit rule sets and for performing the large scale
editing of all census records.  They owe their suitability to
several factors: (1) they provide a natural interactive envi-
ronment which can be made relatively friendly to the user;
(2) they are as powerful individually as many of the mini-
computers and small mainframe computers that were used
for these tasks 10 years ago; and (3) large scale editing of
this type can be decomposed into smaller tasks that can be
executed in parallel.

Determining appropriate edit rule sets.  Formulating
editing rules for computer application is generally a com-
plex process that requires considerable substantive work.
Such a process depends upon experience in subject matter
areas such as demography, education and labor markets as
well as country and region specific knowledge.

While the formation of the set of census data edit rules
may begiven substantial time and resources, the testing and
convergence of the set of rules to its final form may be more
neglected.1  This may be due to the difference in the two
processes; creating the initial rule set relies much more upon
substantive knowledge and very little upon computer pro-
cesses.  Refining the rule set, on the other hand, relies upon
having useful computer based tools to apply the rule set to
the data and analyze the outcome of such applications.

Interactive environments such as microcomputers offer
the possibility of improving the process of refining the set of
rules, leading to an improvement in final data quality.2

Such a procedure would be based upon a machine coded li-
brary of potential data edit rules, together with a program
that would retrieve a set of rules, apply them in some order
to a test sample of census records, and display enumeration
units that failed one or more rules and identify the rules that
were failed.  The subject matter specialist could then deter-
mine if the failure condition correctly identified a data
condition that should be corrected, or whether the rule
incorrectly predicted an error.  Such a process should lead to
                                                

1 Sometimes the formation of data edit rules does not receive the
attention that it deserves in view of its importance in improving the overall
data quality and consistency of the ultimate census outputs.
Microcomputer based software may make it easier to test the implications
of a set of data edit rules, making it easier and more attractive to devote
more time and subject matter input to this area.

2 The advantage offered in this respect by microcomputers is shared by
minicomputer and time sharing technology, both present and past.  One
reason that this approach has not emerged in minicomputer environments is
because census data processing methodology has been based historically
upon massive automatic batch processes.

a slow evolution of the initial set of rules into a set with
more statistical power in separating units with correct data
relationships from those with relationships to be corrected.

Existing edit programs can be used for such iterative edit
rule refinement, although they are generally not well suited
for it.  Another approach would be to write a skeleton pro-
gram to read the data from a family or household into mem-
ory and display it, and code the trial edit rules in the same
programming language as the skeleton program.  Selection
of the edit rules would then consist of collecting all of the
program source code in the correct order, and translating
and executing it.  This approach has the advantages of
minimizing the overhead of the process and being adaptable
to change; it does, however, require that the final set of edit
rules be completely recoded to match the specifications of
the program that will be used for the full scale error detec-
tion and correction process.

Performing large scale editing.  Once the edit rules have
been made final, they need to be applied to the entire
population census data file.  In the past programs such as
CONCOR that have performed such editing were written
and implemented on mainframes and minicomputers.  With
the growth in capability of microcomputers, such programs
have migrated from larger computing environments to mi-
crocomputers.

Larger scale computing environments have had an
advantage for performing census data editing in that they
can easily be configured with large storage devices.
Magnetic tape is used to store data sequentially; by using
multiple reels of such tape, data files of arbitrary size can be
accommodated.  Magnetic disks allow large amounts of data
to be stored in a randomly accessible fashion and are also
quite useful for processing very large collections of data.  In
the past, error correction and detection rules have been
applied either to entire population files or to very large
subsets of population files.

Microcomputer systems can overcome this relative
disadvantage in two ways.  First, it should be recognized
that storage devices being made available with microcom-
puters are increasing in capacity at least as fast as the rate of
increase of such devices for larger computers.  The relative
disadvantage is decreasing.  For example, it is now possible
to obtain an industry standard tape transport3 that can be at-
tached to a microcomputer such as an IBM PC-compatible
machine or an IBM PS/2 system, with software which will
allow the data on the magnetic tape to be read and written
under control of an application program.  Fixed disk drives
with capacities of 50-300 million characters of information
are available and prices are dropping substantially.  Other
                                                

3 The term industry standard refers to the mainframe industry and its
long term standardization upon 1/2" wide magnetic tape, about 2400 feet
long, with 9 data recording tracks, at densities of 1600 and 6250 bits per
inch.
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devices are available that provide different solutions to this
problem.1  Thus, it is possible to process large data files,
perhaps segmented, using currently available micro-
computer hardware, and the situation will continue to im-
prove.

Second, the process of statistical error detection and cor-
rection is capable of being divided into parallel processes
and executed concurrently on a number of independent
microcomputer systems.  However, some caution is in order
due to the nature of the editing process, which generally
consists of an intermixed set of deterministic correction
procedures and stochastic imputations.  Deterministic rules
are exact; they specify that if a certain combination of
precisely defined circumstances occurs, a specific action is
to be performed.  Stochastic imputations are triggered by
specific conditions, but the resulting action is not
deterministic.2  Instead, it is chosen from among a number
of possibilities based, inter alia, upon the order in which the
enumeration unit data appear in the data file.

If the editing process consists of entirely deterministic
correction procedures, then there is no inter-unit
dependency in what corrections will be made, and the
correction procedures can be applied to the population units
in any order and however they may be aggregated into work
units.  Under these conditions, the file may be split (or not
combined), and independent identical editing processes can
be executed in parallel on multiple computers to edit the
data.  If stochastic imputation is involved, then the results of
independent editing of subfiles will yield numerically
different results than editing the entire population file
sequentially.  Care must be taken to ensure that the
consequences of a specific method of imputation are
understood no matter how it is applied, but the possibility of
using independent editing procedures raises additional
                                                

1 Removable cartridge diskettes, sometimes referred to by example as
Bernoulli box diskettes, hold 10 to 20 million bytes of information and
have been used in a number of developing countries for census and large
survey processing.  Cartridge tape drives, such as QIC 1/4" standard drives,
have capacities of 20 to 100 million characters, can be used for backup of
fixed disks.  Many QIC units can also be used to provide file by file backup
and restore of data files, thus providing an indefinitely expandable reservoir
of off-line storage for census work units.  The emergence of digital casette
tape storage, the computer equivalent of digital audio tape, will occur when
the current controversy in the consumer electronics market regarding copy
protection for digital audio tape is resolved.  WORM (Write Once, Read
Many times) optical disk technology is stabilizing; optical platters for the
smaller versions of these drives can store 200 to 400 million characters.
Erasable optical drives are just now becoming available with capacities of
200 to 600 million characters; this technology may be sufficiently reliable
for use in developing countries within 2 to 3 years.

2 Stochastic imputations depend upon sampling from a distribution of
one or more variables and assigning the value(s) selected to the variable
value(s) to be corrected.  If the distribution is sampled using a random
number generator, then a different set of values will be selected for
different orderings of the population data file; the characteristics of the
distribution sampled, however, will be preserved.  Likewise, if a "hot deck-
cold deck" approach is used, then the values in the imputation matrix at any
time will depend upon the ordering of the previously processed cases that
were judged correct and which therefore contributed their valid values to
the matrix.

possibilities which need to be understood before committing
to such a strategy.

The choice and size of the processing work units chosen
may have an effect upon the results of stochastic imputa-
tions performed.  In particular, if a "hot deck, cold deck" ap-
proach to imputation is used, then valid values used for im-
putation will be taken from individual and household data
contained in the same work unit   This process has implica-
tions for the validity of the resulting corrected microdata.  It
is therefore important that subject matter specialists who
understand geographically related differences in the country
examine both the strategy underlying the formation of pro-
cessing work units and the application of imputation proce-
dures.

Data Tabulation

Historically, the results of a population census have been
displayed and disseminated by means of publishing a wide
variety of tabulations of the collected and edited population
microdata.  This method of dissemination has reflected the
usefulness of such a collection of cross-section tables de-
scribing a population at a specific point in time, as well as
reflecting the relative advantage of batch data processing
methods in supporting this approach.

The creation of census tabulations can be approached in
several ways using microcomputer systems.  First, many of
the tabulation programs that were used in large computer
environments for producing such tables in earlier years are
now available for use with microcomputers.  This migration
of programs downward is in reality more of a measure of the
upward evolution of microcomputer environments to in-
creasing levels of power and capacity.3    It also reflects to
some extent the history of such programs.  COCENTS, a
precursor of CENTS, was originally written for mainframes
of only modest size because it was targeted for use in devel-
oping countries.  XTALLY was originally written for the
IBM System/3 and System/32 which had a capacity equiva-
lent to early microcomputers.  However TPL, a large and
comprehensive tabulation program targeted to a very rich
and developed mainframe computing environment, has also
been ported successfully to microcomputers.

Second, microcomputing environments consisting of a
number of similar computer configurations can be effec-
tively used to generate tabulations without any regard to ex-
isting software.  The process of tabulation is aggregative,
                                                

3 Specifically, microcomputer systems now support essentially
equivalent language translators for Cobol, Fortran and other common
production languages as do larger computers.  The recent growth of mass
storage capacity for microcomputers allows sorting of relatively large files,
which is often needed by tabulation strategies and is used extensively by
CENTS and TPL.  Still missing is the ability to support sorting of files of
arbitrary length using sequential magnetic tape technology.  The need for
such a capability, however, is less than it was in earlier batch environments
because of new capabilities in the microcomputer environment which were
either not present or not exploited earlier.
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and proceeds according to the hierarchical geographic
organization of the country that is used for census data
collection and reporting purposes.  The generation of a
specific table for an enumeration area is easily performed on
a microcomputer.  The microdata involved occupy only a
part of a diskette, the amount of computation required is
modest, and the amount of output is small and is capable of
being printed on one or at most a few pages.1  Such tables
can be generated in parallel on sets of enumeration areas,
and the results can either be written onto additional diskettes
or accumulated on a fixed disk.2  Larger work units may be
used in such a process if each work unit consists of a collec-
tion of complete enumeration areas.

The second part of such a tabulation strategy could be to
aggregate the tables generated for each enumeration area ac-
cording to the definition of the hierarchical subdivision of
the country.  This definition should be contained in the ma-
chine readable register of enumeration areas in such a form
that an aggregation program could use it automatically.  In
principle, once a particular table has been generated for each
enumeration area, it can then be generated and printed for
all other levels of aggregation defined, including the entire
country.3  This step is both conceptually and operationally
simpler than the initial step of preparing the tabulations at
the enumeration area level.

At present, no general purpose computer software pack-
ages exist that implement the above conceptual approach to
generating census tabulations, although specific programs
have been written in some countries that follow similar
strategies.  In general, the strategy of using existing tabula-
tion programs has been more widely adopted.  Such an ap-
proach has provided continuity of data processing methods
and use of existing knowledge within census and statistical
offices.  Such approaches, having evolved from earlier com-
puting environments, also tend to be operationally simpler
and generally more efficient.  Nevertheless, the approach of
tabulation at the individual enumeration area level followed
by aggregation of tables may be useful for certain countries
having special circumstances or having an interest in devel-
oping it.

                                                
1 While the specific programming steps that generate the numeric results

are relatively simple, such a program must also take into account
formatting and labeling considerations, as well as how to handle exception
conditions such as missing data or inapplicable observations.  These
additional considerations often dominate the amount of work performed in
preparing such programs.

2 Such a strategy would generally not be used in practice to compute a
large number of tables for publication one by one for each enumeration
area.  It is worth noting, however, that such tables can be produced for each
enumeration area using relatively simple microcomputer systems.

3 Such an approach depends upon having sufficient fixed disk or other
mass storage available to the tabulation system so that all of the input and
output data can be accessed without manual intervention.  If the space is
not sufficient, then external storage will be required, and tabulation
scheduling – probably through sorting tables – will be required.  If this is
required, the operation resembles more the approach taken by CENTS,
which assumes such a situation and contains automated measures to deal
with it.

Microcomputers may be as or more useful than larger
computing environments for producing ad hoc tabulations
on demand after the completion of the original program of
table generation and publication.  For moderate size coun-
tries, the original microdata are likely to be stored on
diskettes which can be accessed manually and processed
further.4   Given a tabulation program that recognizes the
file format of the census microdata, it is as easy to generate
special tables as it was to generate the original published ta-
bles.  Having manually accessible data through diskettes has
other advantages, such as being able to distribute
appropriate microdata to government offices at lower
geographic levels for local processing in response to
specific local needs.  This last step depends, of course, upon
maintaining at the local level the confidentiality and privacy
requirements imposed upon the census process and required
by law.

Preparation of Census Publications

The traditional form of dissemination of statistical results
has been through publications.  Traditionally these have
been in printed form, although microform substitutes have
been used in developed countries and for large publications.
Although newer and considerably more powerful forms of
dissemination are emerging, traditional statistical publica-
tion will continue, albeit in modified and possibly dimin-
ished form, for many years.

Statistical publications initially were produced using
master copies in typewritten or typeset form.  Both forms of
production require transcription of the data from either man-
ual worksheets or computer output, increasing the possibil-
ity of transcription errors.  More recent methods include
preparing camera ready copy directly on the computer5 and
preparing output from a computer in machine readable form
that is then read as input by photocomposition equipment.
Both methods eliminate the data transcription step;
however, both methods are relatively inflexible and have
other disadvantages.  Direct photography of computer
output sheets places a formatting burden upon statistical
data processing programs that they are generally ill
equipped to handle, while a computer supported linkage to
photocomposition equipment must take into account the
                                                

4 The extent to which the strategy of keeping and using data on diskettes
for further use depends upon the size of the country and the amount of data
collected for each respondent.  In any case, a copy of the data should be
stored in a different location.  In all but the smallest countries, it will
probably be stored on a different medium to take advantage of more
compact methods of storage and lower storage costs.

5 The preparation of camera ready copy directly on the computer had
mixed results.  On the one hand, it eliminated the data transcription
process, which improved accuracy of the publications.  On the other hand,
it substituted a rough and relatively unattractive single font and single point
size monospace format for previously typeset pages which were easier to
read and were more economical in their use of page space.  Many users
may have perceived the change as negative because of the degradation of
form, even though the substance was improved.  Form does have
importance; in the past, one may have had to make a tradeoff between
them, but with the advent of newer techniques they may no longer be
substitutes.
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idiosyncratic nature of specific photocomposition
equipment.

Microcomputers have made possible a new alternative,
which is often referred to as desktop publishing.  The tech-
nology depends upon two elements: (1) inexpensive laser
printing technology which has recently been developed that
provides reasonably crisp images of facsimiles of typeset
pages; and (2) the emergence of page description languages,
which allow pages to be composed in a fairly flexible and
interactive manner.1  Current standard laser printers produce
page images at a resolution of 300 dots per inch, but printers
with finer resolution exist and are decreasing in price as the
market for such devices grows.2  Laser printers can gen-
erally produce output with a standard page orientation
(portrait format) or rotated 90° (landscape format) with
equal ease.  Combined with other image manipulation tools
on microcomputers, the user has the flexibility of using page
layout software that is already moderately powerful along
with additional tools for publication layout.3  Further, the
content of the pages can be directly transferred from spread-
sheets and data bases, as well as being generated by special
purpose programs.

Microcomputer based publishing also allows both the
creation and the publication of graphical material in an inte-
grated form.  Graphs are readily produced on microcomput-
ers, either using procedures coupled to spreadsheet
programs or independent programs.  Using computers which
have a common bit mapped base for both text and graphics
such as the Apple Macintosh, integration of text, tables, and
graphics is straightforward, as is the production of high
quality pages containing all three types using desktop
publishing techniques.  The incorporation of graphics into
statistical publications often adds to their attractiveness,
readability, and ability to convey to the reader the meaning
of the statistics reported.

A particularly interesting and powerful aspect of using
computers which are based upon bit mapped graphics output
is the capability to represent non-Latin national character
sets.  For example, it is relatively easy to define character
set fonts for many national character sets and then inter-
sperse them easily and flexibly within tables and mix them
                                                

1 There are several heavily used page description languages available in
the market today.  The most widely used and a likely long term standard is
Postscript, produced by Adobe Systems.

2 As an example of what is possible with desktop publishing techniques,
the contents of this publication were prepared and formatted using Mi-
crosoft WORD on an Apple Macintosh computer, using an Apple
Laserwriter which produces printed output at a density of 300 dots per inch.

3 The low cost leader in desktop publishing is Apple Computer using its
Macintosh, although IBM has recently begun to offer such products with its
PS/2 line of systems.    Apple's lead in both desktop publishing and image
manipulation tools is sufficiently great that it can be considered the vendor
of choice wherever Apple support is available.  Microcomputer data files
can be transferred between MS-DOS and Macintosh computers with
relative ease, so that the relative advantages of the Macintosh software
environment can be exploited even if the majority of processing is
performed in an MS-DOS environment.

with Latin characters and variations thereof.4  This capabil-
ity is an integral part of the computer's architecture, in par-
ticular: (1) the integration of text and graphics at the most
fundamental level through use of bit mapping for both
screen and printed output; and (2) the ability to separate and
redefine the size and shape of the graphic symbol associated
with each key and combination of keys on the keyboard.5

Publications prepared with such systems can therefore re-
spond well to local needs when two or more different lan-
guages and/or character sets would assist readers.

Desktop publishing and image manipulation tools im-
plemented on microcomputers are generally easy to use, and
require no specialized computer training.  Responsibility for
the production of publications using such tools can often be
assigned to statisticians and their colleagues, with appropri-
ate levels of recommendations and consulting assistance
from a central data processing staff.  Desktop publishing
technology is powerful and relevant for the publication of
census results as well as for other statistical publications and
deserves thorough consideration and adoption.

The Post-enumeration Survey

The post-enumeration survey is taken to assess the accu-
racy of the enumeration process.  The enumeration area reg-
ister can provide a frame from which the sample for the sur-
vey can be drawn, assuming that the basic population count
information has been added to the register as it was com-
puted, either by the enumeration field staff or by computer
programs.

For some analytical purposes, it may be desirable to link
the information collected in the post-enumeration survey on
a record by record basis with the information collected for
the same persons and households during the census
enumeration.  This may result in a file and record matching
process that is uncomfortably large to perform on micro-
computers at present.  If the post-enumeration survey is
clustered, then it will be easier to extract the original census
data corresponding to the sample design of the post-
enumeration survey and attempt to obtain the desired record
matches.

                                                
4 The development and display of non-Latin character sets is advanced

and well integrated with other programs on the Apple Macintosh, but can
also be performed on an IBM PC or compatible system.

5 The 1-1 correspondence between keys and key combinations and
graphic symbols places a limit on the number of characters that can be
represented  in this manner.  Japanese and Chinese character sets and
perhaps a few others cannot be handled in this manner.  However, there
exist systems more sophisticated than the Macintosh, also using bit mapped
screens as user interfaces, which accommodate such character sets in a
multi-font environment.  Advanced work in this area is being performed by
Joseph Becker at Xerox PARC in Palo Alto, California.  The utility of the
overall approach can be seen by noting that there now exist commercial
fonts for many non-Latin character sets for the Macintosh available at
relatively low prices.
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Demographic Analysis

One of the first uses of the data collected through a
population census is to analyze the demographic structure of
the population.  A variety of programs exist to perform such
analyses.

Among the program sets that have been used for demo-
graphic analysis are two substantial packages of programs
from the U.S. National Academy of Sciences and the Inter-
national Statistical Programs Center of the U.S. Bureau of
the Census.  These programs were originally written for
IBM mainframe computers in the early 1970s, using the
Fortran programming language.  Both sets have since been
converted to run on IBM and IBM-compatible
microcomputers.  Since demographic analysis follows pro-
duction of the published census results, some of the micro-
computers used for processing the population census can be
reassigned to a demographic analysis function or group and
can continue to be used for analyzing the data.

Although the subject is beyond the scope of this docu-
ment, there are other sources of programs for demographic
analysis.  The procedures underlying most if not all methods
of analysis are within the scope of being implemented on
current microcomputers.  Newer programs are just now be-
ginning to emerge that take advantage of visual interfaces to
provide on-screen interactive two and three dimensional vi-
sualizations of demographic distributions.1  As micro-
computing environments evolve, programs to perform de-
mographic analyses using microcomputers are likely to
grow in number and become more powerful and easier to
use.

Data Dissemination and Data Bases

The collection and processing of population data is, of
course, not an end in itself, but represents the production of
an intermediate product that is extremely valuable for na-
tional growth and development in many dimensions.  By
making the census data more accessible, its use can be en-
couraged.  Creating data bases that are easy to access is an
important step to making these data broadly usable.
Computing technology can support the storage of popula-
tion data in a form which is easily accessible and will en-
courage more widespread use.

Computer technology provides methods of census data
dissemination and use in addition to a standard program of
statistical publications.  Although the collection, analysis
                                                

1 In particular, the IPSS (Interactive Population Statistical System) from
Bowling Green State University (Ohio, USA) provides an excellent
example of how graphical user interfaces and point-and-click technology
can be used to simplify greatly the task of the demographic analyst.
Implemented on the Macintosh, the program provides for both graphical
input and output, and an analyst can complete analyses considerably more
rapidly and comfortably than with the more traditional batch and line
oriented programs.

and publication of statistical data on a piecemeal sectoral or
cross-section basis can yield important information, the data
are generally capable of much more useful exploitation.
While the traditional and historical model of a statistical of-
fice as a collector and publisher of information still has
some merit, the newer concept of an information service
specializing in the collection, protection and dissemination
of data capital has increasing validity and should be
seriously considered by statistical offices and census
bureaus.

Although the set of publications produced by a national
statistical service is an early form of data base, albeit a
printed form, the term data base as commonly understood
now generally implies data stored in machine readable form
and generally computer resident.  The notion of data base is
a general one in computing technology, and refers to an in-
tegrated set of data relationships, often complex, that are ad-
dressed indirectly through another set of data relationships,
generally called a data dictionary.2  The term data bank is an
earlier term whose origin is more directly related to statisti-
cal data processing.  The term is a vague one, referring to a
significant or comprehensive collection of data in a specific
subject area such as statistics, and has no implications re-
garding the structure of the data collection.3  The notion of
data bank has a somewhat more passive connotation than
the notion of data base; yet another concept that is roughly
synonymous, that of information system, connotes an active
process orientation rather than an orientation toward storage
and preservation.  All of these terms are broad and cover a
heterogeneous set of realizations of the concepts.

The terms statistical data base, bank, and information
system encompass the notion of electronic manipulation and
dissemination of subsets of the data collection.  The exis-
tence of flexible computer based statistical data bases allows
views of the data that are not related to the original purpose
of the data collection.  The addition of data collected from
other sources, other ministries and other countries, can pro-
vide additional and comparative data for a statistical office.
Manipulation of the data does not have to be confined to
numeric form or to tabular presentation.  Effective tools al-
low two and three dimensional graphs to be created and ma-
nipulated; data collections can be explored in the form of re-
lated collections of graphs.  The geographical side of data
can be exploited; much data collected by statistical offices
has a geographic attribute and can therefore be located on a
map and associated with other data measured at that and
other locations.  This last notion is now being developed and
is discussed in a later section on future developments.

                                                
2 Statistical data processing literature often refers to the contents of the

data dictionary as metadata, that is, data describing data.
3 In some countries having a significant concern with issues of

individual privacy, the term has developed to have a somewhat pejorative
connotation at times in the past because of an implication of loss of privacy
through matching and analysis of individual data by government agencies.
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Dissemination and use of machine readable results.  In
many countries, computer systems have been used to pro-
cess census data for some time, and computers are now used
for this purpose in almost all areas of the world.  Much of
this processing has occurred on large computer equipment.
Dissemination of machine readable census data then
required that the recipient of the data was also required to
have similar large and costly equipment.  In most
developing countries, such a requirement often meant that
there were no recipients who could use the data in this form;
instead, requests were made to the census authority for
special results which the authority was in a position to
produce.

The availability of microcomputers has made machine
readable data much more widely useful within all countries.
Microcomputer systems that are capable of serious and use-
ful analysis of many types of data are now available for less
than U.S.$2,000, and their cost will decrease somewhat fur-
ther.1  Diskettes are an inexpensive and effective dissemina-
tion medium for statistical data.2  To the extent that
relatively stable electric power is available, microcomputers
can be placed in other ministries and in regional and local
offices for data dissemination and analysis, as well as data
collection and editing.  The same systems can be used for
other work, including statistical and organizational ad-
ministration.  While microcomputers have not increased the
amount of statistical information that can be disseminated,
they allow the data to be disseminated widely and inexpen-
sively in a form that is easily manipulated and used for anal-
ysis and for unanticipated purposes.

A wide variety of microcomputer based commercial soft-
ware can be used to process population data on microcom-
puters.  Among the useful programs in this regard are:

• SPSS/PC, a microcomputer version of the entire main-
frame SPSS/X for performing statistical analysis;

• PSTAT/PC,  a microcomputer version of the entire
mainframe PSTAT for performing statistical analysis,
and which has sufficient microcomputer processing
functionality to be used for processing very large
microdata samples;

                                                
1 The cost of a microcomputer for reading and manipulating census and

other statistical data is now less than 10 times the cost of a passive
microform reader.  Recording the data on diskette is easier, more flexible,
and less expensive than preparing microfiche images of printed documents
in developing countries.

2 Statistical data released in machine readable form must be inspected to
ensure that no national privacy or confidentiality policies are violated by its
release.  In particular, population microdata cannot be released without
assurance that the records released cannot be identified with their source.
In addition, detailed small area tabulations may indirectly disclose
information about specific reporting units, and some technique such as
random rounding may be necessary to prevent such identification.  While
the same precautions should be taken with published information, the ease
with which large volumes of machine readable information can be
produced and disseminated can sometimes lead to statistical organizations
overlooking the non-disclosure issues implicit in its unmonitored release.

• Data Desk, a Macintosh program embodying a powerful
implementation of John Tukey's philosophy of interac-
tive data exploration; and

• SAS/PC, a set of programs implementing parts of the
large SAS mainframe based statistical analysis system.

These programs and similar ones are available for micro-
computers at a moderate cost per copy.  They can be useful
in many ways, either with samples of census microdata or
with aggregate data derived from the census microdata.  Mi-
crocomputers used initially to process the census data can be
diverted at the end of the processing phase to equip offices
within the statistical agency having a need to perform data
analysis.  In some cases, the computers may need additional
primary memory to accommodate the larger statistical pack-
ages.  Such microcomputer based statistical analysis
capability is now capable of substituting adequately for
many if not most of the power that would be obtained from
mainframe versions of the same software products (where
they exist), generally with significant savings and often with
greater ease of use.

Data bases consisting of aggregate tables.  The amount
of data collected by a population census is enormous.  In
almost all countries the original microdata are considered
confidential and cannot be released in a form that would al-
low identification of any individual or family on the basis of
inferences from the data.  The challenge posed by this re-
striction is how a census authority can legally provide the
most insight into the social and economic structure of its
population.  The problem is exacerbated by the fact that
much of the data is of interest to local organizations, where
the reduced population size makes potential disclosure more
likely.

One method that has been used in the past has been the
creation of a very large set of tables with different content at
various levels of geographic disaggregation.  Such a pro-
gram would provide the largest number of tables with the
greatest subject matter disaggregation at the national level,
since it would be possible to do so and still maintain cell
sizes sufficient to avoid breach of confidentiality.  At the
other extreme, tables for each enumeration area would be
considerably limited both in number and in subject matter
breakdown.  Moving upward from the enumeration area to
national totals, each unit at each level of geographic aggre-
gation would be described by an increasing number of tables
of increasing detail.

Such a strategy can lead to generation of a very large
number of tables, more than can reasonably be published.3

                                                
3 For example, the original microdata collected during the 1970

population census in the U.S.A. could be stored on about 600 reels of
magnetic tape.  The set of tabulations generated for the aggregate data base,
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Historically there have been such economies of scale in  the
tabulation process that it has paid to generate many more ta-
bles than are to be published and retain the entire set, ap-
propriately indexed and therefore retrievable, in machine
readable form.  Such a collection may be considered a data
base of population census tabulations.  The data base con-
tains a very large number of tables that may be requested,
but it is not sufficiently extensive to supply information on
all possible relationships.  Only a strategy resting upon the
use of the original microdata is capable of doing that.

Census authorities may want to consider generating con-
siderably more tables than are planned for the census publi-
cation program, and then disseminating appropriate tables
on diskette to the various regional and local governments
and offices.  If the tables were formatted in such a way that
they could be read by either general purpose or special
purpose spreadsheet and database programs, then the
aggregated information could be further processed and
analyzed at the local level.  Such distribution of information
in processable form is likely to make local data considerably
more useful within local contexts.

Data bases consisting of microdata.  The primary data
base is, of course, the original population data collected by
the census authority.  This data base is rarely if ever re-
leased, but can be used by the census authority to provide
special tabulations, extracts, and analyses as required by
users with legitimate access to those results.  Regardless of
other methods of dissemination, this method should be
made available by the census authority as a method of last
resort.  Often the computing tools used to satisfy such
requests are similar or identical to those used to prepare
published results or other byproducts.

The census authority may wish to restructure these mi-
crodata in ways that allow for more efficient and effective
retrieval based upon the patterns of access to the data.
Whereas in the past such files have been maintained in se-
quential mode, other file organizations that include transpo-
sition and inversion techniques, as well as use of relational
data base systems, have proven to be very useful in large
computing environments.1

                                                                                 
whoever, was stored on about 2,000 reels, an increase of a factor of more
than 3.

1 Statistics Canada's example in the 1970's is worth noting.  In 1973, all
of the short form Canadian population census data were stored in an
innovative storage structure on-line on a large mainframe.  A system,
STATPAK, was written that was able to obtain ad hoc small area
tabulations of any area in Canada within about one minute of elapsed time
from when the request was entered into the computer until the results were
displayed.  This development resulted in the creation of the RAPID system,
which uses relational data base software technology and can serve a central
role in statistical data processing of aggregate, time series, and microdata.
Until recently no software to perform this function in quite the same way
existed on microcomputers.  However, two new programs, ISSA and
REDATAM, are now based upon these earlier data storage structures and
can therefore in principle support such access methods and retrievals.

One way of making census microdata available is to re-
lease controlled samples of the data.  A number of countries
now have programs of releasing 0.1% and 1% samples of
microdata for research and instructional purposes within the
country.  As in the case of designing an aggregate data base
plan, the larger the sample, the more concern there should
be regarding breach of confidentiality, and the more likely
that only a subset of the attributes of each respondent can be
released.

Microdata samples can be provided relatively easily and
efficiently for use with microcomputer systems.  For moder-
ate size countries, it is possible to provide useful microdata
samples on diskettes.  For example, if a country of popula-
tion 10,000,000 supplies a 0.1% (1-in-1,000) random sam-
ple of 10,000 persons, basic short form information is quite
likely to fit even on an older 5 1/4" 360KB diskette.  A
0.1% sample of long forms of a country of 30,000,000
might occupy two to three high density 3 1/2" 1.44 MB
diskettes, which is not an unwieldy amount of storage for
microcomputer users.  Even the long form data for a 0.1%
random sample of a sizeable developed country of
200,000,000 can be stored on a fixed disk of between 20MB
and 150MB capacity.2  Disks of such sizes are now readily
available for attachment either to individual microcomputer
systems or local area network servers, and currently cost be-
tween US$500 and US$2000.3

In summary, microcomputers can be exploited by gov-
ernments both to create data bases containing various forms
of population census data and to disseminate it in a dynamic
and usable form.  Substantial improvements will occur in
this area if software is developed for microcomputers that
builds upon established statistical data processing methodol-
ogy that has been implemented on larger computers for a
number of years already.

Choosing a Processing Strategy

General considerations.  Progress in technology and the
emergence of a mass, low cost market for microcomputer
hardware and software provide a wide and often
bewildering variety of alternatives for statistical agencies.
This trend will continue in the future.  Choosing among
                                                

2 In connection with any discussion of such public use microdata
samples, it is important to note that dissemination of any such data must
satisfy all privacy and confidentiality requirements of the national
statistical agency.  Countries that have considered distributing such
samples have learned that such distribution is tolerable only if there is a
strong public perception that individual data are kept confidential and are in
no way compromised by the release of such statistical samples.

3 There are limits to the amount of detail which can be obtained from
processing a subsample of population data, and there are variances
associated with any estimate obtained in this manner.  The smaller the
sample size, the larger the variance.  Nevertheless, subsamples are quite
useful in providing initial estimates and often final results because they can
be processed quickly and locally on one or many microcomputers.
Whereas providing ad hoc census tabulations was previously often a long
process involving specialized programming and batching of results, the
availability of subsamples on microcomputers with appropriate software
makes this process easier and considerably more rapid.



APPLICATION OF MICROCOMPUTERS TO CENSUS DATA PROCESSING

42

these alternatives can be confusing.  Furthermore,
appropriate choices can shift quickly over time because the
market for microcomputer hardware and software changes
relatively rapidly.  Finally, appropriate choices for
developing countries depend further to some extent upon
local support and the availabil ity of bilateral and multilateral
technical co-operation assistance.

The nature and extent to which a country's processing
strategy depends upon microcomputers will depend upon
the size of the country.  It now seems clear that most small
countries should plan to rely extensively if not wholly upon
microcomputer technology for their census data processing.
Larger countries may be better off committing some of their
processing such as data entry, administration, control, plan-
ning, publishing, and demographic analysis to a microcom-
puter environment, while continuing to perform the more
massive data processing operations on larger computers.
The notion of what is a small and a large country is in this
context dependent upon the the power of the underlying
technology, and appropriate choices made in 1990 are likely
to be very different from choices that will be appropriate to
make in the year 2000.

The nature and extent to which a country's processing
strategy shifts toward a new technology also depends upon
the amount of risk that the country is willing to assume.
While the use of microcomputer technology for processing
population censuses is not inherently risky, there may be
occasions when significant change of any kind may pose a
risk to stability.  Countries should assess the specific risks to
them of effecting such a change, and compare those risks
with the benefits that are likely to be realized by them
specifically in deciding whether and to what extent to com-
mit their census processing strategy to the use of micro-
computer technology.

The following sections provide a view of what appears to
be the situation which applies generally to the 1990 round of
population censuses.

Target computing environment.  The most prevalent mi-
crocomputer environment in the world is characterized by
IBM Personal Computers or "clones" that are very compati-
ble with them.  The most prevalent and well understood and
supported operating system that runs in this environment is
MS-DOS, called PC-DOS for systems supplied by IBM.
This processing environment should generally be selected as
the target computing environment for the bulk of census
data processing operations by countries committing in 1989
and possibly 1990 to the use of microcomputers for census
data processing.1  Countries should investigate with expert
assistance the benefits of connecting their microcomputers
                                                

1 Countries having significant intellectual and technical infrastructure
may want to investigate the possibility of using multi-user microcomputer
configurations, often UNIX based, for some  census data processing
operations.

using a local area network and how such a network could be
supported, both technically and administratively, within the
country.

For a small but significant set of tasks not directly related
to routine processing of large data files, national statistical
agencies and census offices should strongly consider in-
vesting in a few Apple Macintosh computers.  There are at
least two reasons for this.  First, Macintosh computers enjoy
a very substantial advantage in a number of areas which can
be used to complement the use of IBM or IBM-compatible
machines.  Areas include graphical and cartographic outputs
as well as text processing and desktop publishing.  Second
and more important, the user interface and software
approach embodied in the Apple Macintosh operating sys-
tem represent a very significant step forward in the way in
which computing equipment can be used to increase produc-
tivity and functionality.  National statistical agencies cannot
afford to ignore an opportunity to learn about this technol-
ogy on an initial but first hand basis, and in doing so, eval-
uate its potential for assisting them.

The hardware and software acquired by developing
countries for processing a population census in or about
1990 will find widespread and productive use within the
statistical agency for a number of years after the population
census processing has been completed.  However, national
statistical agencies should not plan to reuse either the
hardware or the software obtained for their current census
for their next population census in about the year 2000.  By
that time, even if the hardware obtained now is still
functioning, technical progress made in the intervening
decade will have provided a significant new range of
options that will be much more powerful and effective than
what is available now and in the near future.  Having
committed to the use of microcomputers now, however, is
an essential step to build the technical capability and
understanding necessary within the statistical agency to
exploit both the current generation of microcomputer
technology as well as future generations whose shape is not
yet known to any of us.

Software strategies.  Countries need to choose a consis-
tent set of software products that span the set of functions
that they will need to perform in processing their population
census data.  There are three basic approaches to choosing
and obtaining this set of software:

• development of special purpose software;

• selection of a variety of existing programs that, when
used together, provide the data processing functions re-
quired; and

• use of an existing integrated package of modules that
provides all of the functions required to support process-
ing the census data.
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Strategies that mix elements from each of the above are also
possible and perhaps the most practical, since there is at this
time no one integrated system that can provide the functions
that are needed for all aspects of census data processing.

Countries with substantial data processing expertise may
have some interest in developing special purpose software,
although existing programs may satisfy many of their needs.
Developing special purpose software is generally a higher
cost alternative than using existing software, and may repre-
sent a higher risk in terms of being dependent upon the con-
tinued employment of the individuals who develop the soft-
ware.  Nevertheless, there may be reasons why this strategy
is sensible for specific aspects of census data processing

A strategy of selecting existing computer programs and
providing the binding, or "glue," between them can be quite
powerful and effective.  The adoption of this strategy pro-
vides maximum choice, for there are hundreds if not thou-
sands of microcomputer programs that could possibly be
useful to statistical agencies in many fields of statistical data
processing, including processing population census data.

In the process of implementing this strategy, agencies
commit themselves to a substantial learning experience.  In
order to acquire a program, it and its competitors must be
evaluated to make an appropriate choice.  Once a program
has been acquired, its actual strengths, weaknesses, and
areas of applicability need to be determined.  If it is to be
used in conjunction with other programs, then the linkages
between the programs including the way in which data are
passed between programs must be studied and understood
operationally.

Previous mainframe knowledge in the statistical agency
may be helpful in making choices about the software pieces
to be assembled.  If, for example, the agency has used
SPSS/X intensively on a mainframe in the past, then the cost
of introducing and using SPSS/PC is low since the package
and its control language are well understood by staff.
However, such a strategy works against the selection of new
programs which have no mainframe equivalent because they
offer radically new and productive approaches to specific
tasks.  Data Desk is an example of such a software product.1

                                                
1 Data Desk, written by Paul Velleman of Cornell University and

distributed by Odesta Corp., is a recent highly innovative implementation
of John Tukey’s exploratory data analysis methodology.  However, no
mainframe program preceded it because such operations could not be
implemented on mainframes at any reasonable cost.

Countries that have less data processing experience or
which would prefer to process their census data with a min-
imum of time and experimentation would do well to select
one of the integrated approaches to processing.  At this time
two programs, IMPS (Integrated Microcomputer Processing
System) and ISSA (Integrated System for Survey Analysis)
offer good functional coverage of the three major processing
tasks (data entry, editing and tabulation) and are good candi-
dates for evaluation and selection.

Integrated computer software packages offer some
significant benefits.  First, since the individual packages
know about each others' characteristics, the seams between
them are largely transparent.  In IMPS and ISSA, this is
implemented through the use of a common data dictionary.
The data files to be created and processed need to be defined
only once; each part of the system will use the common def-
inition.  Such an approach virtually guarantees an important
dimension of consistency, since any change in the format
and content of the data is introduced uniformly and consis-
tently in all modules referencing the common dictionary.

The selection of an integrated package such as IMPS or
ISSA to perform census microdata processing does not pre-
clude the additional use of more special purpose programs
after the microdata file has been created and the standard
tabulations generated.  Each package has its own set of rela-
tive advantages.  For example, the microdata files produced
by either of the above programs could be used by RE-
DATAM to exploit its transposed data structures to provide
relatively rapid generation of ad hoc tables after the regular
publications program was completed.  Such a strategy of
exploiting the relative advantages of a collection of com-
puter programs provides a rich functional computing envi-
ronment, assuming that the technical capability exists to
bridge the gap between the programs chosen.

The choice of a software strategy for population census
data processing is not a simple one.  Developing countries
are strongly advised to regard this choice as a crucial one for
the success of the data processing phase of the census and
for the quality of the resulting data, and to exploit outside
expertise if there are any doubts whatsoever about what an
appropriate set of choices should be.  External expertise can
be used both to arrive at a set of good choices for data
processing and to learn from the experience of other
countries and other computing environments.  The
opportunity costs of not making good choices in this area
are substantial, and with good external guidance, need not
be borne by a developing country.
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5. SPECIFIC ISSUES RAISED BY USE OF MICROCOMPUTER TECHNOLOGY

Microcomputer technology is new technology.  Within
the context of statistical and census data processing, on the
other hand, the problems addressed by any level of data pro-
cessing technology are generally familiar ones.  Enumera-
tions need to be taken for censuses and surveys regardless of
the level of technology available.  Statistical publications
need to be produced to disseminate national, regional, and
local information and to assist policy makers to make appro-
priate decisions.  While the level of technology may im-
prove staff productivity and make more activities feasible
using the computer, the tasks to be performed are defined by
national goals and activities.

On the other hand, each new set of technological im-
provements brings with it advantages that may improve the
efficiency of statistical activities, lower their costs, or make
entirely new options for dissemination and use available.  In
order to capture these advantages, there are likely to be costs
in understanding, education of staff, new investment, and
changes in organization of the activity.  If the implications
of using the technology are not well understood, the benefits
from its use may not materialize; worse yet, uneducated use
of the technology may lead to worse results than staying
with a known and tested methodology for obtaining results.

The use of microcomputer technology requires changes
in perception of how responsibilities are distributed among
users, subject matter specialists, and computer experts.  This
has been discussed in a previous section.  With special re-
gard to statistical operations and population censuses, there
are an additional set of considerations that are important to
understand, generally centering upon the issue of data capi-
tal, its preservation, and its confidentiality.  These are dis-
cussed below.

Issues of Data Control and Ownership

The data capital of a national statistical organization is
one of its most important assets.  The data are collected,
stored, and used on behalf of and in support of national
goals.  Although the data are generally placed in the public
domain to obtain full utilization from them, the statistical
organization has the responsibility for their integrity and ac-
curacy.  Responsibility for the data collection is organiza-
tional, even though specific persons and groups in the office
have the responsibility for collecting and processing them.

Centralized computing environments assist in meeting
the above responsibilities.  When the data are processed on
one computer and stored there, they can be managed and
kept secure with the assistance of the computer operations
staff.  Likewise, central processing procedures help to
ensure both formally and informally that the data maintain
coherence and that there are identifiable versions of data,
including the version that is officially released.  If central

data base management systems are used, they further
encourage consistency of the data capital through their data
base management function and through system wide data
dictionaries which are used by programs addressing the data
base.

The content of organizational data bases within
decentralized computing environments can be more difficult
to control, especially when decentralization extends to col-
lections of individual microcomputers.  The essence of the
typical microcomputer environment is that it is not shared,
that it is individual, and that it supports primarily the indi-
vidual user's productivity and only secondarily
organizational objectives.1  Within such an environment, it
is easy for copies of data sets to proliferate; the copies may
be of the same version or they may differ, with varying
results for processing steps that involve them.2

The challenge of obtaining true organizational productiv-
ity from such an environment  --  in addition to individual
productivity  --  is to reconcile the individual's personal in-
terest in the data that he or she uses with a framework that
supports the organization's interest in the integrity of its
data.  This is a complex issue, and it will not be solved eas-
ily.  Recognition of the importance of the issue is the first
step in addressing the problem, but further management
controls are probably required.  Balancing these interests for
the overall benefit of the statistical service must be done in-
dividually in each country depending upon its circumstances
and modalities of operation.

Three concepts relating to these issues are the concepts
of data security, data integrity, and data confidentiality.
These concepts and the implication of microcomputer
technology upon them are discussed below.

Data security

Data are secure when they are retained with the
confidence that they will not be changed or removed, either
purposely or by accident.  Data security differs from the
notion of data confidentiality, which is concerned with
                                                

1 This should not be taken to imply that the use of microcomputers does
not support organizational objectives.  Far from it; the underlying
assumption is that by making individuals within an organization more
productive, the effectiveness of the organization is enhanced.  However, the
organization is faced with the problems arising from how to combine the
work effort of these individuals to realize the higher level of effectiveness
on an organizational basis.

2 As an example, consider what could happen in a decentralized
environment in taking a survey of industrial production.  Suppose the
master register of producers were updated in one place, and copied several
times to support separate groups drawing the sample, processing the results
and following up non-responses.  If the separate registers were not kept in
synchronization, then bias might be introduced into the sample, errors
might be introduced in the processing stage, and non-respondents for
follow up might either not have been selected or they might no longer exist.
The result could be either undetected errors, or administrative confusion, or
both.
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preventing the unwanted disclosure of data base content to
an individual not authorized to have access to it.

Violations of data security can be either planned or inad-
vertent.  Planned violations include unauthorized
duplication and destruction of machine readable files.
Inadvertent violations include loss of a data diskette,
accidental deletion of a computer based file containing data,
and incorrectly recording the storage location of a diskette,
thus reducing the likelihood that it can be retrieved when it
is needed.

Maintaining data security depends in part upon control of
the physical and electronic forms of the information en-
trusted to the statistical office.  Physical control implies not
only ensuring that all transfers of material into and out of
the office are authorized and proper, it also implies having a
filing and indexing system for materials contained within
the operation that is correct, secure, and up to date.  Use of
an enumeration area register and a tabulation register,
described below, can be an important part in implementing
such a system.

Maintaining data security also depends upon having ade-
quate operational procedures to prevent inadvertent security
violations or minimize the loss that occurs when they occur.
Examples include:

• explicitly write protecting each diskette used, except for
operations which require adding to or modifying the
data.

• instituting frequent, mandatory, and supervised backup
procedures for data on fixed disks, network file servers,
and any data sets resident on larger computers that are
part of the current work in process.

• training staff members to understand the importance of
data capital, and therefore the importance of data
security and related procedures such as file backup.

• regularly storing copies of important file backups in a
secure place away from the main processing location so
that the data will be secure from physical catastrophes.

• establishing specific controls to ensure that batches of
data can be easily and quickly accounted for, whether on
the premises or off.

When the final computer based census results are avail-
able, archival files should be made available and stored at a
number of different locations in the country to ensure that
the valuable end product is secure.  If the data are to be re-
tained for a long period of time, each set should be copied
periodically to ensure that any long term degradation of the
original magnetic recording does not jeopardize the

country's ability to use the data in the long run.1  In the
future, other machine readable media such as optical
recording may become more popular for archival purposes
because of the considerably longer known retention rate of
data recorded on such media.

Data integrity

Data integrity includes the notions of correctness, coher-
ence, and synchronization.  A set of data has integrity if it is
internally consistent.  Examples of lack of data integrity in-
clude mixed responses from two different time periods, re-
sponses missing from an enumeration area, duplicate re-
sponses, and responses coded according to the different sets
of coding rules.

Achieving integrity of the data in the final census micro-
data tape depends upon having adequate control of opera-
tional procedures at every step in the creation of the tape, re-
gardless of the technology utilized.  Achieving integrity in
the final tabulations depends upon the correctness of the tab-
ulation program, the order in which microdata input are sup-
plied to it, the preparation of table layouts, especially row
and column descriptors and their placement with respect to
data areas, and the method of aggregation of the lower level
tables.

While ensuring data integrity is a problem regardless of
data processing technology, the greater potential distribution
of semi-independent processing sites poses the danger of ad-
ditional loss of control over operations.  Data entry has al-
ways been a distributed operation, although it is often
closely logically controlled by an on-line computer2 or in-
tegrated into a local area network.  With microcomputers,
data entry is performed on independent or linked microcom-
puters, and the results of the operation are generally
recorded on magnetic diskettes.  After verification, in a
large mainframe environment these data would be batched
together on magnetic tape and would go through the
remaining processing steps and cycles of editing and
tabulation together.  In a microcomputer environment,
depending upon the geographic distribution of processing
and the underlying processing strategy, these data might
undergo some or all of these steps individually.  In this case,
the potential for introducing inconsistencies through
                                                

1 It is difficult to obtain authoritative knowledge about the shelf life of
recorded magnetic media that are not used.  Early magnetic recording
techniques were subject to a hazard known as "print through," which
resulted when magnetized areas of magnetic tape wound in a reel affected the
magnetization of areas of tape in the adjacent inner and outer wind of the
tape.  Beyond that, there exist opinions that the magnetic strength of the
magnetically recorded spots on a tape or disk, especially at high densities,
decays over time.  Some commercial organizations have policies for
periodically rewinding and re-recording information on valuable tapes to
minimize the probability of loss of data.  Authoritative information about
this subject would be helpful to both national statistical offices and many
other organizations having long term data security concerns.

2 Examples are on-line entry under control of a general purpose multi-
user interactive system, or use of a special purpose environment such as a
key-to-disk system.
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inadequate operational control of the batches of data is
higher.

A useful way to think about the problem is as a produc-
tion process in which a large number of objects – batches of
data, each originating from the data collected in one
enumeration area – are subjected to a series of steps.  Some
steps such as verification and editing are cyclic; data not
meeting quality control standards are reprocessed until they
do.  Others, such as data entry, are linear, and need to be
performed only once.

A key organizing device for such a production process is
the register of enumeration areas described in a previous
section.  The register, which contains a unique entry for
each enumeration area, is also constructed to record the
current location of the data set for each area or work unit
comprising a number of areas, a history of the steps that
have been applied to that data set, including dates, times,
and operators, and an indication of what step is to be
performed next.  Every time an operation is started or
finished on one of these data sets, the enumeration area
register must be updated promptly.  There must be only one
such register associated with a specific location, and it must
be accessible only serially, so that two accesses to update
the information in it cannot inadvertently create inconsistent
or incorrect entries.  The register is essentially an
information model of the production process, and can be
used to control the process and maintain the maximum
amount of integrity in the microdata file being created.

If tabulation is also to be performed on a decentralized
basis, then the register operation requires additional
capabilities.  First, it needs to be able to create entries in a
computer based tabulation register that indicates which
tabulations have been created on an enumeration area or
work unit basis, when they were created, and where they re-
side.  The time element is important, since it may become
necessary to perform further editing on enumeration area
microdata after a tabulation has been produced with it.  In
such a case, it is necessary to recreate all tables that were
previously created, using the new data.  The problem be-
comes larger if the old table at the enumeration area level
has also been used by an aggregation program to create fur-
ther tables for larger geographic areas; in such a case, the
aggregate tables must also be recreated.  Associating a defi-
nite date and time with the completion of every processing
step applied to both enumeration area data and tabulation re-
sults allows a computer program associated with the two
registers to determine exactly any pattern of dependencies
that require some steps to be repeated.

Enumeration area and tabulation registers need to be
computer based and unique.  Their security is important,
since in a sense their contents are used to drive the data pro-
cessing operations.  They should therefore not only be
backed up frequently, but the transactions against them be-

tween backup times must be logged securely so that the reg-
isters can be recreated to within a second or so of the time
when the failure occurred.  Use of a local area network, with
some spare computer capacity for register management,
may be useful.  However, the process of controlling the data
processing operation does not require that the
microcomputers are linked through local area networks.

Many of the problems of achieving integrity at the tabu-
lation stage can be minimized by using existing software
that has been tested and used extensively.  Software that
provides automatic labelling of table contents from a data
dictionary that has guided earlier processing steps is perhaps
the best way to maximize integrity at this stage.  Such tabu-
lation programs may be better at providing internal consis-
tency than staff who must specify each table laboriously
with no automatic consistency check provided by machine
readable documentation, or metadata.

When census data processing is complete, then it is im-
portant to use the various registers to collect a complete
copy of all of the census data in machine readable form,
both for archival purposes and also for fashioning additional
products, both printed and machine readable, for exploita-
tion of the census data base.

Data confidentiality

The notion of data confidentiality is well known to
statisticians.  Most of the data collected by statistical offices
is collected on a confidential basis, generally under the pro-
tection of law.  Such protection is required in order to obtain
data that otherwise would not be disclosed voluntarily.  Sta-
tistical offices have an obligation to keep these data confi-
dential.  This obligation is generally interpreted to imply
that not only should the original data remain confidential, or
undisclosed outside of the statistical office, but that users of
generally available statistical publications should not be able
to infer or deduce original values reported by any one re-
spondent from the aggregated data that appears in the publi-
cations.

The latter problem has been studied extensively by ad-
vanced statistical offices, and most offices have explicit tab-
ulation and dissemination strategies that meet this require-
ment.  Inadvertent disclosure of individual information from
aggregate results is not related to the technology used to
prepare the aggregate data.

The former problem is more closely related to changes in
technology.  Before microcomputers were available, data
processing of statistical information was almost always per-
formed centrally due to economies of scale of equipment as
well as the importance of a critical mass of trained people
under direct central supervision.  Large countries may have
decentralized their processing down to the state or
provincial level, but only when there were economies of
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scale of both data processing equipment and trained staff.
In such an environment, it was both desirable and possible
to control the flow of both questionnaires and data in
machine readable form closely.  Physical containment of the
data processing operation was, therefore, an important
means to control access to data.  In addition, there was
insufficient other computing capability in the country to be
able to read the data in machine readable form even if it
could be obtained.

Microcomputers allow processing to be geographically
decentralized, both within a central set of offices and to re-
mote city and district offices.  Local area networks, linking
microcomputers together, can serve specialized functions
remote from the central data processing organization.  Each
such operation must be as concerned with data confidential-
ity as the one central operation was in the past.  This may
mean replicating secure storage areas for original documents
and establishing parallel control procedures for machine
readable data, including standards for destroying media if it
is no longer needed by the process.  Further, transfer of doc-
uments or machine readable media between remote and cen-
tral offices must take place in such a way that the working
material is secure in transit.  As long as the physical mate-
rial on which the data are recorded is guaranteed to be
secure, then data confidentiality is protected.  If the machine
readable material is not secure, then it may be useful to
consider encryption of the data.  Encryption programs exist
for both microcomputer and large computer environments,
and are used routinely to secure sensitive data in developed
countries.  In developing countries generally, maintaining
control over access to the physical media on which the data
are stored will be a sufficient measure to ensure
confidentiality.

In developed countries, there is a potential threat posed
to data confidentiality by having statistical data processing
computer systems attached to data networks.  Some types of
data networks are more vulnerable to being tapped than oth-
ers, and wide area networks operating between remote loca-
tions are also capable of being tapped.  Such considerations
are generally not important now for statistical data process-
ing in developing countries, but use of microcomputer and
other distributed technology requires an awareness of the
nature of the problem.  With respect to local area networks,
which are generally the most effective way of linking micro-
computers together, control of the physical path of the net-
work connections1 is sufficient to protect against penetra-
tion of the network.  Although local data networks can be
penetrated remotely, the cost is very high and is very un-
likely to occur.

                                                
1 The most common media for connecting microcomputers in a local

area network are twisted pair telephone wire, thin wire cable capable of
carrying Ethernet traffic, and RS-232 cables for point-to-point serial
transmission.

Long distance transmission of confidential data can be
intercepted, although at very significant risk and cost.  In
addition to the cost of interception, the interceptor would
have to decode a complex transmission signal in order to
obtain what might be useful data.  Given the importance of
the content of typical microdata, such penetration is highly
unlikely to occur.  In the unlikely event that important data
are to be safeguarded during transmission, well-known en-
cryption techniques can be used to increase the confidential-
ity of the transmission.  This issue should not be a problem
for most developing countries in the near future.

In general, added awareness of physical control of data
processing materials over geographically dispersed locations
is sufficient to ensure a level of data confidentiality consis-
tent with that of the past.  However, it is important to be
aware of other concerns, including the availability of an in-
creasing number of computers in many countries that are ca-
pable of reading and using microdata that could be obtained
if a breach of security were to occur.

Revised Selection Criteria for Computing
Environments

The degree to which microcomputer technology is appli-
cable to national statistical office operations will change
over time.  In general, the technologies underlying comput-
ing hardware and the expanding market for mass distributed
software will change faster than a statistical office's data
collection, processing and dissemination plans.  It is to be
expected therefore that a greater fraction of a statistical of-
fice's processing will be tractable within a microcomputing
environment as time progresses.

Advanced statistical offices as well as offices in large de-
veloping countries will still require mainframe or minicom-
puter resources for some time to come.    Microcomputers
still lack the very large file storage and sequential file pro-
cessing capability that larger computer systems support
well.  In addition, there may be financial economies of scale
in buying a specific software product for one large
computer, shared by many users, rather than buying many
copies of the same or a more limited software package to
run on many microcomputers.

The relative advantage of larger computers will diminish
over time for applications in statistical data processing.2

                                                
2 One can already observe in developed countries the encroachment of

microcomputer oriented large data storage devices into what has been
mainframe territory for years.  In particular, optical storage devices are now
being used to store and process files of the order of 100 to 500 MB, a size
that would have taken 3 to 12 reels of magnetic tape several years ago.  The
newest competition is between CD-ROM (Read Only Memory) disks,
WORM (Write Once, Read Many times) disks, erasable optical disks, and
digital audio tape media.  One or more of these media will develop to
provide effective large file storage for microcomputers, thus eroding
another computer capability that was previously only associated with
mainframes.  The challenge for developing countries is to be able to
understand when such technologies become sufficiently mature to
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The difficult job of the statistical office is to match activities
involving statistical data processing with the appropriate
computing environment to perform the activity efficiently
and effectively.  Such decisions over time are not trivial
ones; furthermore, they  are interlinked with the office's in-
vestment strategy in computing equipment which is quite
important given the limited funds most developing countries
have to invest in such facilities.

Micro-Mainframe Connectivity and Co-operative
Processing

Much of this document has treated microcomputer tech-
nology and mainframe computer technology as opposites.
Such a comparison is useful because it provides a contrast
between the various relative advantages and disadvantages
of the technologies, as well as the distribution of
responsibilities in exploiting them.

Having made these comparisons, it should be noted that
the two technologies are more appropriately viewed as com-
plementing and supplementing each other rather than being
in competition for all aspects of any activity as complex as
census data processing.  Each technology has relative
advantages and should be used to exploit those advantages
whenever it is efficient to do so.  Microcomputer technology
is divisible, enjoys a very large low cost associated software
market1, and is generally easy to use.  Mainframe technol-
ogy offers large capacity and varied storage media,
extensive processing power, and generally a broad range of
support services provided by the affiliated central
computing organization.

Microcomputers and mainframe computers can be used
co-operatively in a variety of ways.  First, it should be noted
that there are generally moderately effective ways to
transfer character data between mainframes and
microcomputer systems.  Files of modest size, such as all
census data comprising an enumeration area, are often easy
to transfer back and forth.2   It is possible to consider
moving data around a combined computer system to take
                                                                                 
incorporate them into their computing environment, and then what specific
activities and problems to apply them to.

1 The cost of software may be low, and at the same time amount to an
appreciable fraction of the cost of an entire microcomputer system for
performing a specific set of functions.  In addition, while the per copy cost
of microcomputer software is often low, supplying one copy for each of
many machines (in the absence of a site license or volume purchase
agreement) can lead to considerable financial expense.

2 Files transferred as character data, usually in ASCII format, can often
be transferred by connecting the computers using a serial (RS-232)
connection and then using either a file transfer or terminal emulation
program to transmit the data.  Sometimes conversion between two
competing standards for representing character data, ASCII and EBCDIC,
may be required; this can often be done either on the microcomputer or the
mainframe end of the connection.  If the mainframe is an IBM mainframe
without an ASCII 7171 or similar conversion box, an IRMA card can be
installed in an IBM PC or IBM PC compatible system to provide SNA
communication between the systems.  Finally, for large data transfers it is
possible to put an industry standard 9-track 1/2" compatible tape drive on a
microcomputer and carry data on tape between the two systems.  There are
additional communications options, and more will emerge over time.

advantages of these relative advantages if the benefit were
worth the cost of transporting them back and forth.

A more common form of cooperation would be to per-
form data entry and editing on microcomputers and then de-
cide whether or not to move the clean microdata file to the
mainframe.  Assuming that a mainframe already exists in
the country and is available for census processing, larger
countries may still find it to their advantage to move the
microdata to the mainframe for final tabulation even though
the entire work could be performed with microcomputers.
This is a dramatic change from the last round of census pro-
cessing, when a mainframe or powerful minicomputer was
necessary for processing population census data.

There are other, more tightly coupled, co-operative uses
of mainframes and microcomputers now beginning to be
used in developed countries.  Such uses rely upon more so-
phisticated programs which "know" where to obtain the re-
sources required to perform a request which has been made
in a system independent manner.3  Such models will some-
day migrate to developing countries and emerge in powerful
multi-microcomputer systems.

Software as Intellectual Property

Within the last several years, microcomputer systems
have become important to many branches of government,
both in developed and developing countries, as a source of
efficient and productive computation in many areas.  Rapid
technical progress in the underlying technologies have made
such systems affordable not only to government agencies
and commercial firms, but also to individuals.

The rapid expansion of the market for microcomputers
has made possible a mass market for high quality software
which runs on those systems, and software producers have
responded by offering a wide variety of products at very low
prices relative to the value they provide their users.  Without
such software, microcomputers would be useless.  The cost
of this software is a legitimate and essential cost that must
be borne in order to provide a productive environment for
the use of microcomputer systems.

While software prices may be regarded as reasonable
within the context of a developed economy, developing
countries and/or international aid agencies may regard the
same prices as exorbitant within the context of limited de-
velopment aid or operating budgets.  This conflict between
wanting to use software and not being able to afford it may
lead to the temptation to make copies of software already
purchased rather than purchasing new copies.

                                                
3 An example is the implementation of distributed data bases and

distributed data base processing over a network of different machines; the
DB/2, Ingres, and Oracle data base systems all support some form of this
model of storage and processing.
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Computer software is an important form of intellectual
property.   It provides users considerable value at relatively
low cost.  Unfortunately, like a book, it can be copied
quickly and easily.  Doing so with the intent to use the du-
plicate copy on yet another computer at the same time the
original copy is used will in almost all cases violate the li-
cense agreement entered into by the original user and will
almost certainly be in violation of copyright laws.1

Through their activities, statistical offices produce signif-
icant intellectual property.  The information summarized
and prepared, often at substantial cost and with substantial
effort, is of great use in preparing development plans,
formulating policies, and in assessing progress toward
meeting national goals.  As creators of information, statisti-
cians are acutely aware of the cost of producing information
and of the value that it provides.

Statistical information produced by national statistical
offices is generally considered a public good; its production
                                                

1 Software products can sometimes be obtained under a site license or a
right to copy license.  Such licenses generally provide one copy of the
software, but give the licensee the right to make as many copies of the
software as desired within certain specific bounds, such as a university or a
government agency.  Such licenses are more expensive to purchase than
single copy licenses, but are generally considerably cheaper for an
organization or work group when there are a substantial number of copies
being used concurrently.

and distribution are supported by the government, and it is
generally placed in the public domain so that full and free
use can be made of it.  Private firms developing software
have no such subsidy, and depend upon license fees to
maintain their development and support activities.   Devel-
oping countries depend heavily upon microcomputer soft-
ware products to improve the productivity of, inter alia,
their national statistical offices.  In this regard, it will be
very important for software producers to perceive that
public institutions in developing countries respect their
rights to intellectual property.  Illegal copying of software is
a significant problem in developed countries, and the
consequences of users in developing countries being
perceived as a part of this problem could restrict the supply
of such products.

Software producers are aware of the difficulty that some
customers have in paying for software, and have often made
price concessions for either volume procurement or for pro-
curement by not-for-profit organizations.  Software produc-
ers are generally not unsympathetic to the problems faced
by developing countries.  When access to and use of
multiple copies of software is important for developing
countries, the companies can and should be approached
either directly or through appropriate bilateral or multilateral
aid channels to negotiate more favorable and affordable
prices.
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6. FUTURE OPPORTUNITIES FOR THE USE OF MICROCOMPUTER TECHNOLOGY

Advances in technology help organizations to perform
current activities better, where better performance may
mean faster, or more inexpensively, or more efficiently, or
some combination of these methods of extracting savings.
In the long run, the more important benefits of technical
progress are derived from new activities that such progress
makes feasible; these are activities that either could not
possibly have been performed before the breakthrough or
could have been performed either at such exorbitant cost or
under such unacceptable conditions that no attempt would
have been made to do so.  Inexpensive computing in the
form of microcomputer technology allows additional
activities to be performed that were not feasible in the past.

New Methods of Data Dissemination

The traditional form of dissemination of population cen-
sus data has been to print volumes of tabulations.  Countries
preparing a large number of tables have often resorted to
microform (microfilm or microfiche) to reduce production
and distribution costs.  Some more advanced countries have
distributed both samples of microdata and a larger set of
tabulations on magnetic tape; this has been effective in
countries having a large number of computers capable of
using the information in this form.

Countries using microcomputers to process their census
data will soon be in a good position to distribute a number
of census byproducts on diskette.  Two formats suggest
themselves, data base format and spreadsheet format.  Both
allow disaggregated data to be distributed.  Using
microcomputer based data base systems, information about
individual enumeration areas and intermediate geographic
aggregates can be distributed in a form suitable for further
analysis or publication; the spreadsheet format allows final
tables to be distributed in machine readable form for further
manipulation.  Both forms allow analytical manipulation,
transformation, and analysis of the data rather than merely
viewing it in static publication form.

Finally, national statistical services should begin now to
consider how they structure themselves to deliver services
using an internal data base and a set of appropriate computer
based tools.  Such a service may be able to produce re-
sponses to ad hoc queries rapidly and inexpensively.  De-
pending upon the efficiency of such an operation, it might
be possible to scale back the extent of the traditional publi-
cations program, preferring instead to rely upon recognizing
explicitly expressed demands rather than an a priori notion
of what tables and other outputs might be needed.
Computer based tools such as REDATAM and the thematic
mapping systems discussed below form an initial basis for
the establishment of such a service bureau approach to
meeting customer requirements.

Portable Data Entry in the Field

The most important objective of the data collection and
entry process is to capture the data supplied by the respon-
dent as fully and as accurately as possible.  Errors of accu-
racy can intrude in the data collection process at any stage
of the processing.  Data collection and entry strategies
should minimize the number of separate processes through
which the data are put to minimize the introduction of errors
into the data.

One method of minimizing the number of steps involved
in data collection is to collect and record the data at the
same time the interview occurs.  In theory, such a procedure
could be constructed to collect the data in machine readable
form, provide interview flow control, i.e. allow the flow of
questions put to the respondent to reflect his or her specific
circumstances, such as only asking women above a specific
age about their childbearing history.

The strategy of recording information in machine
readable form at interview time has been implemented in
developed countries for at least 10 years.  In its most
common form it is referred to as computer-assisted
telephone interviewing or CATI.  Because earlier computers
have been strictly non-portable, the method implemented
links the interviewer, who is stationed at a computer
terminal, with the respondent by telephone.  An
interviewing program guides the interviewer through the
series of questions to be directed to the respondent and
records all answers directly in a computer based file.
Consistency checks are generally a part of such systems,
and can be used to correct either an inaccurate answer or an
inaccurate path on the questionnaire.  Such corrections can
be made during the interview when the respondent can be
asked to resolve any inconsistencies that arise.  Such
immediate feedback is believed to improve the quality of the
data significantly and to place less of a burden on the later
use of editing and imputation procedures.

During the last several years, advances in microcomputer
technology have led to the manufacture of relatively power-
ful, battery operated portable microcomputers which are ca-
pable of supporting computer-assisted personal interviewing
(CAPI) at the respondent's location.1  Interviews can take
place under control of an interviewing program stored in the
portable computer; the responses entered are recorded on a
diskette.  At the end of the day, the data are either sent phys-
ically on diskette to a central collection point or they are
transmitted there using telephone lines via modem.  The bat-
teries of the portable computer are then charged overnight,
and the system is ready for another round of interviews.
                                                

1 In early 1989, one of the most attractive of such computers was the
Toshiba Model 1000, a 512KB one diskette 8088-based MS-DOS system
that weighs less than 3 kg. and costs about US$750 in the United States.
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CAPI is now in use in, inter alia, France and the Nether-
lands,1 for a variety of survey data collection procedures.
Although it was initially hypothesized that introducing a
computer and a computerized technique into the interview
situation would confuse or otherwise negatively affect the
respondent, initial results appear to show that there are no
significant adverse effects.  The technique appears therefore
to be a promising one that can only become less expensive
and more effective based upon future technological
progress.

It is very unlikely that CAPI techniques based upon
portable microcomputers will be used for a complete census
enumeration in the near future.  The initial costs are quite
high; the number of units required would be very substan-
tial.  Nevertheless, the techniques may have some applica-
bility in some areas.  For example, CAPI could be an effec-
tive technique to be used for the field work for the post-
enumeration survey (PES), in which a limited number of
households are revisited.  To the extent that the PES sample
is clustered geographically, then an investment in such ma-
chines could result in a more rapid and accurate survey.

At the moment, CAPI techniques based upon portable
microcomputers appear to be suited for survey operations
having a more limited number of respondents, where the in-
terviewing process is complex, and in which there are a lim-
ited number of enumerators who receive thorough training2.
While this technique is being used for some survey work in
developed countries now, it will probably have an
increasingly justifiable place in the statistical data process-
ing toolkits of a significant number of developing countries
within the next 5 to 10 years.

Geographic Information Systems

The potential for graphical representation of data has al-
ways existed, but the sets of tools that have historically been
used to process statistical data have made it relatively
difficult to obtain useful graphical output easily.3  Some
                                                

1 See, for example, Denteneer, D., Bethlehem, J.G., Hundepool, A.J.,
and Schuerhoff, Blaise, A New Approach to Computer Assisted Survey
Processing, Department for Automation, Netherlands Central Bureau of
Statistics, Voorburg, BPA No. 13436-87-M3, November 6, 1987, 38 pp.
The paper describes BLAISE, a microcomputer based system for survey
data collection and processing, using a Pascal-like approach to codebook
definition and use, which is now used for a significant volume of survey
work in the Netherlands.

2  The success of CAPI in the field depends upon having a corps of
interviewers who are comfortable with computer-assisted interviewing, and
who can be trained sufficiently in computer technology to feel confident
using a computer without any support staff present.  Well designed
programs that do not fail will be necessary to support such interviewers.
Countries should not attempt to use CAPI unless they can assure
themselves of having some combination of a well trained interviewing staff
and expert support that will ensure that the computer will not detract from
the effectiveness of the interview process.

3 Early mainframe technology was oriented strongly to the processing of
numeric data, with concern for processing of text growing only relatively
recently.  Both forms of processing were essentially character-oriented, and

microcomputer based software products can now help to re-
verse that trend.  Existing productivity tools such as  Lotus
1-2-3 and Microsoft Excel have graphics capabilities that
can be used to advantage in displaying statistical data.
ASCII files can be used to transfer data between data base
storage programs and a variety of standalone graphics
display programs.  In addition, programs such as Data Desk
II are emerging which provide the capability to view and
manipulate data powerfully in two, three, and four
dimensions visually.4   The use of statistical data capital as
part of a geographic information system must not be
ignored, and relates to the eventual use of the statistical data
produced.  While the classic form of statistical output
consists of publications, tables are poor ways to present data
which has geographic attributes and which can be visualized
as data defined over regions and areas in the country.

Geographic information systems refer to computer based
systems that bring together information with a spatial com-
ponent and allow the information to be processed and dis-
played in map format.   They allow information of different
sorts to be merged, new attributes computed, and maps
made on the basis of values of one or more spatial
attributes.5

Within the context of a national statistical agency's activ-
ities, two types of mapping dominate: (1) thematic mapping
for the display of geographically distributed data; and (2)
collection mapping to support the data collection process.
They are discussed below.

Thematic mapping.  The emphasis upon explicit graphi-
cal display of statistical data in a map format makes possible
a new and powerful dimension of information representation
that can be considerably more productive for many users of
                                                                                 
both the hardware developments and the software tools associated with the
technology reflect these concerns.  The MS/DOS based microcomputer
family essentially continues this tradition, with screens oriented to displays
of characters and with the operating system user interface built upon
complex character strings.  Computing paradigms oriented around
processing and display of visual images have existed for some time, but
have in the past been quite expensive on a relative basis, and prices for
corresponding software have been high because of greater complexity of
production and more limited markets.  This situation has changed radically
in the last several years with the strong emergence of other microcomputer
architecture paradigms that make extensive use of graphics concepts
(examples include Apple, Atari, Commodore, and X-Windows under
Unix).  At present, there is little evidence that this alternative paradigm is
either known to or understood by many statistical offices, to their
disadvantage.

4 Data Desk II is one of a class of programs implemented on the
Macintosh rather than MS-DOS machines because of the more powerful
user interface and graphics capabilities of the Macintosh. Just as the MS-
DOS environment will probably become an accepted standard for the more
classical forms of statistical data processing on microcomputers, the
Macintosh is likely to and deserves to serve a very powerful adjunct
presence in statistical offices to perform processing that is at present
somewhat non-standard, but is so powerful and important that it should not
be neglected.

5 Such maps may be viewed on a computer screen, plotted, or printed
using a laser printer.  With some care, screen images may be photographed
to make slide transparencies for presentations.  If useful, the film
processing operation can be bypassed by using a self-developing
transparency film such as the slide film recently introduced by Polaroid.
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the data.1  Maps of this type are generally called thematic
maps; they overlay a substantive theme or themes upon a
map presentation format.

An example may be helpful.  Consider a map of a coun-
try having the boundaries of all administrative subdivisions
present down to the county level.  Such a map might contain
between 500 and 2,000 subdivisions.2  From the population
census data base, one can extract population summary tables
for each of these areas.  From other data bases developed by
the country, one could determine the number and capacity
of schools at various educational levels, by subdivision
location.  By making some assumptions about the demand
for education if the supply were there, one could compute
local demand functions for continuing education, and
display them in map format as a function of their deviation
from the norm. The result is a map whose thematic
information is derived from separate statistical data
collections, brought together and displayed de novo for a
special analysis.

The example can be extended further.  Fields of statistics
dealing with the production and distribution of goods might
benefit from an understanding of how the transportation fa-
cilities of a country are positioned to assist in distribution.
Maps involving distribution could easily be overlaid with
physical infrastructure data describing transport networks:
highway and roads, railroad lines, canals and waterways,
airports, and other means of transport.  Fields of statistics
dealing with  balances, such as food and energy, can use
maps to advantage by displaying thematically the
geographic distribution of production and consumption.
Adding the paths and capacities of distribution mechanisms
graphically displays internal economic relationships of
importance to the country.3

The generation of even relatively complex thematic
maps using large configurations of existing microcomputers
is now possible and becoming easier and less costly as soft-
ware tools increase and as the underlying hardware costs de-
                                                

1 Maps showing boundaries of major civil subdivisions of a country are
now relatively easily prepared using inexpensive digitizing equipment
attached to a microcomputer. Microcomputer based software is available to
construct and display the digitized map base.  Defining a map with several
thousand geographic subdivisions for a computer by digitizing it should
take a period of several months of one person's time.

2 With appropriate hardware and software which is not too costly, the
process of digitizing the borders of the principal civil subdivisions of such
a country might take 2 to 4 months.  The result would be a computer
readable map data base consisting of the outlines of each civil subdivision.
Maps of civil subdivisions for parts of the country or for the entire country
could be retrieved, scaled, overlaid with thematic data, and displayed in
picture or map format on a computer screen or on paper.

3 These examples describe maps that combine statistical data and
administrative records.  Other sources of data can also be integrated into
the map model: remotely sensed data collected by satellites can be used to
determine broad land use patterns, for example.  Specific population
subgroups could be used as a base population for generating thematic maps
in order to study planning and policy issues relating to that subgroup.
Examples are the provision of health facilities and services compared to
incidence of diseases, and the geographic distribution of individuals in
various occupations, such as teachers, doctors, and technical specialists.

crease.  Powerful programs for supporting aspects of geo-
graphic information systems are now available on large MS-
DOS environments.  The thematic map is for many purposes
a superior data integration and display tool for users of
statistics than are standard sectoral tabulations, and such
maps can increasingly be generated relatively easily with
existing software bases.

Geographic information systems can be used to prepare
material such as thematic maps, graphs and charts for offi-
cial publication.  Such images, when designed
appropriately, can enhance both the readability of a
publication and assist the reader in understanding the
statistical relationships presented.  Many official
government publications already use maps to advantage
now.

Computer based geographic information systems can
also be used to prepare ad hoc thematic maps to assist
planners and policy makers.  This capability may be more
important in that, in conjunction with a statistical data base,
it can be used when and where needed to study problems of
specific interest at the time.  It places the statistical service
in a proactive rather than a static role, as a partner with other
governmental agencies in satisfying the need for statistics in
easily comprehensible form and in rapid response to current
concerns.4

While thematic mapping capabilities are becoming easier
to obtain using microcomputer based technology, their use
is not yet as straightforward or as well understood as is the
use of traditional census tabulation programs.  Some devel-
oping countries may wish to delay introducing such tech-
niques until their statistical data processing capabilities are
more robust.  Other countries may be interested in experi-
menting with the potential of this newer method of display-
ing census information, and are encouraged to do so.  Such
experimentation can occur with only modest investment of
capital and labor, and can be extended incrementally based
upon the ability of the statistical agency to absorb and use
effectively the new hardware and software technology in-
volved.

Computer-assisted Cartography

Collection mapping.  Defining areas for data collection,
or enumeration areas, is a major activity in preparing for a
population census.  During the period of enumeration, each
                                                

4 The ability of the statistical service to assume a proactive role by
responding rapidly to requests is independent of the existence of an
information system specifically incorporating a geographic component.
However, many national concerns have a geographic component, and
inattention to geography lessen the effectiveness of the statistical service to
respond.  Furthermore, the map framework is sufficiently general to be able
to integrate information from other sources as well as provide pictures for
assimilation instead of tables.  If the pictures can be produced rapidly at
low cost, then interactive dialogues can take place between planners and
the information system, allowing a powerful mode of investigation and
exploitation of the statistical data base.
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enumerator must have a precise definition of the area which
he or she is to enumerate.  Enumeration is a labor intensive
activity, and it is not unusual for a country to employ 0.1%
of its population or more for a house-to-house enumeration
process.

Maps are by far the preferred way of defining
enumeration areas.  As a result, each population census
depends either upon the preparation of a cartographic data
base for the country or upon an update of a previous set of
maps, perhaps from a previous census or other statistical
operation.  Maps used for this purpose are generally referred
to as collection maps, based upon their primary function of
supporting the collection of statistical data.  Such maps are
also useful for sample frame definition and sample selection
for surveys.

In some countries, a central cartographic agency has pri-
mary responsibility for mapping and making special purpose
derivative maps available to the statistical authorities.
However, in other countries, there may be no such authority
and the statistical agency may have to accept the
responsibility of manufacturing its own maps.  If a set of up
to date maps already exists, then the statistical authority's
responsibility may be limited to defining the collection areas
using those maps.

Some developed countries have established computer-
based sets of maps that can be used for multiple purposes,
including defining enumeration areas.  Such a map is kept as
a series of geographic co-ordinates, defining streets, street
names, city or village blocks, address ranges within block
faces, and natural boundaries, and may have additional in-
formation such as block face identifiers and building counts
for each block face.  These map data can be retrieved and
used to draw an up-to-date map either on a computer screen
or on printer or plotter paper.

Since the time required to digitize a map for a
geographic information system may be less than the time
needed to draw the map carefully, it is natural to consider
using computers to create and store a base of maps which
can be periodically updated for statistical activities.  Some
developing countries may wish to investigate this possibility
further.  Even on microcomputers, software exists that can
produce street maps that would be useful for defining
enumeration areas and guiding enumerators.  However, the
number of such maps for a country can be quite large, and
the census budget may not allow for both drawing or
updating maps manually and then digitizing the information
collected.  Once the map base has been digitized and moved
onto the computer, then periodic updating becomes much
easier, but the initial investment in preparing the map base is
still labor intensive and time consuming.  If attempted, the
initial digitization of a map base should be given a sufficient
period of time to be successful.  Alternatively if resources
permit, digitization could occur after the completion of

either an enumeration or a complete population census
cycle, at a time when there are slack resources available and
no possibility of jeopardizing the timeliness of producing
results from a major statistical field operation.

Statistical offices should be aware of the possibilities of-
fered by computer based cartographic systems and plan to
introduce them at some point in time of their development.
Because of the substantial initial cost of entry into this ac-
tivity, statistical offices should take care not to begin with-
out a very good understanding of the costs and benefits, as
well as expert guidance.  Microcomputer technology pro-
vides a relatively inexpensive way to begin exploring com-
puter mapping on a pilot basis, perhaps for one urban area,
and to assess the costs and benefits on on the basis of a lim-
ited investment.1

Socioeconomic Microsimulation

The creation of census and survey tables provides
population cross-section data which can be quite valuable in
supporting public administration and planning, as well as
providing a better knowledge of the characteristics of the
country's population.

Some planning and research issues require access to the
original census microdata, either for ad hoc tabulations not
originally produced or for testing specific assumptions about
behavior that require calculations to be made at the individ-
ual and family level and then aggregated for tabulation or
other method of analysis.2  The latter type of calculation is
often called a static simulation, since it starts with a fixed
population or sample and makes computations based upon
how population units might react to a change in external
circumstances which is defined as a specific set of calcula-
tions, such as the calculation of the effects of a change in a
tax or transfer system.

Such models can be made dynamic by a process of start-
ing with a given population sample, applying a synthetic
stochastic3 model of certain characteristics such as aging
and death, birth, marriage and divorce, educational achieve-
ment, labor force participation, and income generation and
asset formation.  Such a model would be applied to an initial
population.  The result of the application would be what the
model predicts the population would look like one time
period, say one year, in the future.  Assuming that the model
                                                

1 The emphasis upon MS-DOS as the dominant microcomputer op-
erating system has slowed a good understanding and appreciation of these
possibilities.  Computers having flexible, standard and adequate graphics
capabilities, such as the Macintosh, have a decided advantage for this type
of work.

2 For example, one question might be to measure the financial effect of
a tax or transfer system based upon assumptions of differential income
changes across occupations or industries.

3 A stochastic model is one that uses random draws from known
probability distributions to determine whether to cause a given event to be
simulated or not for each individual instance in which a decision must be
made.
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is valid from a subject matter point of view, repeated
applications of it would age the population as far into the
future as is required to answer questions of interest.

Dynamic microsimulation models of persons and fami-
lies have been built in developed countries, but have in the
past consumed large amounts of large computer resources.1

The emergence of large and powerful microcomputers,
combined with advances in programming knowledge, now
allow dynamic microsimulation modelling to be performed
using large microcomputers.2  Such models are of
                                                

1 See, for example, Sadowsky, George, MASH: A Computer System for
Microanalytic Simulation for Policy Exploration, The Urban Institute, 1977
for a sense of the scale of such modelling activities in the past.

2 See, for example, Statistics Canada, SPSD/M Product Overview.
Ottawa, Canada, 1989.  The SPSD/M model can be executed effectively on
a population of 180,000 individuals using a medium speed microcomputer
with Intel 80386 and 80387 processor chip set.  Each iteration of a fairly
complex tax and transfer model takes about 5 to 15 minutes of elapsed
time.

increasing interest to statisticians, economists, and policy
makers since they provide a sufficiently general and long
term framework to be able to investigate many questions not
easily answered in other frameworks.  The possibility of
implementing them in microcomputer environments brings
this modelling technology considerably closer to those
developing countries which have the interest and analytical
and modelling abilities to exploit it.

Developing countries should have some awareness of the
characteristics of this approach, and should understand the
importance of the contribution of microdata files resulting
from population census data processing to the original mi-
crosimulation data base.  While such an approach to policy
exploration may not now be feasible for many developing
countries, for others it may become an increasingly useful
analytic and modelling tool.
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7. CONCLUSION

National censuses of population and housing provide
data which is a very important and essential part of the
statistical infrastructure of a country.  The planning and
execution of a national census of population and housing is
a massive undertaking, requiring both substantial resources
and considerable organization and management.  The size of
the data processing portion of this task was historically
sufficient to spur the creation and development of automatic
data processing machinery.  The use of both
electromechanical and electronic computing technology has
been essential to the processing of census data since their
inception.

During the last decade a new type of computing envi-
ronment, referred to as microcomputing and sometimes as
personal computing, has evolved.  The emergence of micro-
computer technology is the result of technical progress in
the computing and digital electronics industries, and this
progress is expected to continue into the future.  Microcom-
puting technology is in many ways appropriate technology
for developing countries; it is small, inexpensive, easily
maintainable, divisible, and the software and user interface
make it generally much more attractive for persons who are
not computer specialists to use.

Microcomputer based information technology now offers
substantial hardware and software processing capabilities
which are directly applicable to tasks in statistical and cen-
sus data processing.  It is the most important emerging
computing technology today for intensive exploitation by
statistical services in both developing and developed coun-
tries.

Developing countries are already exploiting microcom-
puter technology to process population censuses.  Starting
with the Cape Verde Islands and the Cook Islands in the
early 1980's, microcomputer technology has increasingly
been evaluated and used for processing census data.  Based
upon an assessment of the current state of this technology, it
should now be considered for adoption by countries having
populations of about 25,000,000 or less.  Further technical
progress is likely to raise this figure in the future.

Progress in statistical data processing is an important in-
gredient for effective planning and development in develop-
ing countries.  It depends upon appropriate and effective ex-
ploitation of new computing technology such as microcom-
puters from which everyone benefits on a continuing basis.
Such progress occurs and is modulated by a variety of
factors specific to individual countries, including
infrastructure considerations, incentives for learning and
working, and the nature and extent of relationships among
organizations having a stake in information technology in
different sectors of the country.

While many developing countries are aware of the poten-
tial of microcomputing technology and have started to ex-
ploit it, insufficient information is available to countries de-
scribing in detail how this technology is being used in other
developing and developed countries.  Articles, books, case
studies, documentation, programs and short courses would
all be helpful if distributed both to and within developing
countries.  Training activities financed by technical co-
operation programs oriented toward co-operation among
developing countries could also be exploited to disseminate
available knowledge more widely.  Ameliorating
information poverty in statistical services and their support-
ing computing services in developing countries is critical for
improving statistical and census data processing activities.

The introduction and use of microcomputer technology
represents a dramatic shift of control over technical
resources and responsibility for it from the traditional
central computing service to individuals and organizations
who were previously end users of more centrally provided
services.  This shift of responsibility occurs across many
dimensions; it includes responsibility for requirements
analysis, system specification, negotiation with suppliers,
site preparation, installation and testing, system
programming, resource management, education and
training, hardware maintenance, and capacity planning and
management.  Although the amount of responsibility shifted
in each of these areas is small relative to its magnitude in a
larger computing operation, the shift exists and is necessary,
and failure to understand the nature and extent of such
added responsibilities will make it very difficult to exploit
the technology successfully.

Microcomputing technology is applicable to many as-
pects of census data processing.  It can assist materially in
the planning, logistics and management of the overall cen-
sus process as well as in processing the statistical data col-
lected.  It can be applied to all phases of the data processing
task that have traditionally relied upon earlier larger scale
data processing equipment: data entry, data editing, correc-
tion and imputation, and generating tabulations.  In addition,
it can assist in producing high quality camera ready publica-
tion copy that will save printing costs and increase readabil-
ity.  A sufficient number of useful special purpose micro-
computer based programs are available for aspects of census
data processing.  Developing countries can and generally
should rely upon them for most aspects of their census data
processing activities.  Investment in such programs by in-
ternational technical co-operation organizations is continu-
ing, so that these products are quite likely to be extended
and improved indefinitely.

New, non-traditional applications are also possible.  Mi-
crocomputers can be used to extend the content of publica-
tions by producing graphs, charts and thematic maps.  Data
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distributed in microcomputer readable form will be more
widely usable by others in the government and in the coun-
try because of the more widespread availability of micro-
computers to read and analyze the data.  The traditional
method of dissemination of statistics through paper-based
publication can now be integrated more closely and more in-
expensively with the statistical production process, with
considerable potential savings of time and money and with
no decrease in quality.  Microcomputer based publishing
tools can be integrated into the production of census out-
puts.

Issues of data ownership and control and data integrity,
security and confidentiality, assume new dimensions in a
distributed environment, and must be understood and satis-
factorily dealt with by the national census office to ensure
that both individual rights to privacy and institutional con-
cerns about the quality and security of the census data are
safeguarded.  New forms of processing become available
using the relative advantages of microcomputers and larger
computers together.  With the proliferation of microcomput-
ers and the emergence of a mass market for microcomputer
based software, the legal status of such software assumes
substantially greater importance.  Government offices need
to ensure that the legal rights of software suppliers are not
violated by unauthorized duplication of software.

Gains realized from using microcomputers to replace
specific and traditional uses of earlier, large scale computers
should not be allowed to obscure the more sizeable future
benefits available from taking a considerably broader and
longer view of the impact of microcomputing technology.
Modern information technology provides inexpensive and
effective means of data dissemination and presentation that
transcend traditional methods of data dissemination through
publication.  In particular, models of processing dealing
with image manipulation in a variety of contexts have
enormous potential for making statistics usable in a dynamic
manner to key users of official statistics.  In this connection
it should be noted that while most microcomputer
environments now installed in developing countries are IBM
PC compatible environments, there are a variety of other
environments which are emerging and which appear to have
significant current advantages over MS-DOS computing
environments..  Developing countries need to begin
studying and understanding such environments, like the Ap-
ple Macintosh and Unix, so that their longer term invest-
ment decisions in this technology will be informed ones and
so that the relative advantages of these alternative environ-
ments can be effectively exploited in the country at the right
time and for the right reasons.
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