Parametric Test

* Parametric test can be used to estimate the population parameter

- from the selected sample statistice. The most important -

assumption for parametric technique is that the variable in the
selected sample is normally distributed while non-parametric tests
have no assumption about the distribution, it is called distribution

free.




One Sample T-Test

One sample t-test is used when we want to compare the sample

. mean with population mean( known value )

E.g. We suppose that the average weight for males in the population

(A) 1s 75 kg and want to test this value with our sample mean.




One Sample T-Test

Assumption:

. 1-The dependent variable is normally distributed

2- No outliers in the data




One Sample T-Test

Hypothesis test :

Null hypothesis (HO0) : There is no difference between our sample mean
. and population mean

Null hypothesis : Sample mean = Population mean = Zero

Alternative hypothesis (Ha or H1) : There is a difference between our
sample mean and population mean (#) or (2) or (5)

Alternative hypothesis : Sample mean # Population mean # Zero




One Sample T-Test

Sample mean = 80, It is higher than population mean
. Significance value is .001 < 0.05

Result : Reject Null hypothesis and accept alternative hypothesis
Out put

N Mean SD SE of Mean
Weight 200 80 39 0.432

t df Sig (2-tailed) Mean difference 95%
Weight 199 .000 5




Two Sample T-Test

Two sample t-test is used when we want to compare two
- independent sample means.

The requirements for two sample t-test :

1- One dependent continuous variable such as ( weight, blood
pressure, cholesterol )

2- One Independent categorical variable (Binary) such as gender (
male, female) smoking ( yes, no )




Two Sample T-Test

Assumption:

. 1-) The groups must be independent

2-) The measurements must be independent

3-) The outcome variables must be on a continuous scale
4-) The outcome variables must be normally distributed in each group

5-) Homogeneity of variance




Two Sample T-Test i

Assumption:

. Homogeneity of variance can be determined by conducting .
Levene's test, if the significance level > 0.05 then we can assume

that the population variances are approximately equal.




Two Sample T-Test

Examples :

. We want to compare the average weight between males and females.

We want to compare the average blood pressure between drug group and
placebo.

Null hypothesis (HO0) : There is no difference in the average weight
between males and females

Alternative hypothesis (Ha) : There is a difference in the average weight
between males and females




Two Sample T-Test

Independent variable Outcome
Sex = Male & Female Weight -
Drug group & Placeho olood pressure "'

Result :
If the significance level < 0.05 then reject null hypothesis and accept alternative hypothesis

If the significance level > 0.05 then accept null hypothesis and reject alternative hypothesis




Paired Sample T-Test

Paired sample t-test is used when we want to compare the means of

. one group before and after the test.

Assumption:
1-) The outcome variables must be on a continuous scale

2-) The differences between the pairs of measurements are normally
distributed




Paired Sample T-Test

Example :
We want to compare the average of blood pressure before and after
diet control program in one group.

Null hypothesis : There is no difference in the average of blood
pressure before and after the program.

Alternative hypothesis : There is a difference in the average of blood
pressure before and after the program.




Paired Sample T-Test

Result :

. If the significance level < 0.05 then reject null hypothesis and accept .

alternative hypothesis

If the significance level > 0.05 then accept null hypothesis and reject

alternative hypothesis
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Correlation Analysis i

* Correlation analysis is used to study the relationship between two

. continuous variables, the values of the correlation coefficient may lie .
between (+1 & -1).
+1 means a perfect positive relationship,

0.00 means no relationship

-1 means a perfect negative relationship.




Correlation Analysis i

* A positive sign indicates a high value on one variable tend to score

. high on the other.

* A negative sign indicates a high value on one variable tend to score

low on the other.




Correlation Analysis
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Correlation Analysis

* Correlation Measures

1- ) Pearson : It is a parametric test, it can be used to describe the relationship
. between two continuous variables.

2-) Spearman rho : It is a nonparametric test, it can be used to describe the
relationship between two ordinal variables.

3-) Kendall's Tau : It is a nonparametric test and similar to spearman rho.




Correlation Analysis __

Correlation is denoted by (r)

Coefficient of determination (R?) : The correlation coefficient

squared is a measure of the variation explained in Y by X variable.




Correlation Analysis

* Correlation Coefficient Categories
0.00 to 0.25 just little correlation
0.26 to 0.49 Low correlation
0.50 to 0.69 Moderate correlation

0.70 to 0.89 High correlation
0.90 to 1.00 very high correlation
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