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PREFACE

From the Series Editor, Elliott Smock

Are you ready to face your looming exams? If you
have done loads of work, then congratulations; we
hope this opportunity to practise SAQs, EMQs,
MCQs and Problem-based Questions on every part
of the core curriculum will help you consolidate what
you’ve learnt and improve your exam technique. If
you don’t feel ready, don’t panic – the One Stop Doc
series has all the answers you need to catch up and
pass.

There are only a limited number of questions an
examiner can throw at a beleaguered student and this
text can turn that to your advantage. By getting
straight into the heart of the core questions that come
up year after year and by giving you the model
answers you need, this book will arm you with the
knowledge to succeed in your exams. Broken down
into logical sections, you can learn all the important
facts you need to pass without having to wade
through tons of different textbooks when you simply
don’t have the time. All questions presented here are
‘core’; those of the highest importance have been
highlighted to allow even sharper focus if time for
revision is running out. In addition, to allow you to
organize your revision efficiently, questions have been
grouped by topic, with answers supported by detailed
integrated explanations. 

On behalf of all the One Stop Doc authors I wish
you the very best of luck in your exams and hope
these books serve you well!

From the Authors, Emily Ferenczi and
Nina Muirhead

In our first year of medical school, we remember
groaning at the thought of having a statistics lecture.
It all seemed so irrelevant and abstract at the time.
However, after several years of essays, critical reviews
and projects, we have come to appreciate the value of
statistics. So much so in fact, that we were inspired to
write a book about it! In the hospital, hearing doctors
talk to patients about the evidence they have for offer-
ing one particular treatment over another, we realised
that ‘evidence-based medicine’ is not just a fantasy,
but a real and important aspect of the way we should
approach medical practice throughout our careers.

In this book, we have used examples from recent
medical literature to provide both inspiration and
practical examples of the way statistics and epidemio-
logical methods are used in clinical studies to guide
clinical practice. The aim of this book is to equip
medical students with an understanding and a tool
guide for reading and reviewing clinical studies so
that, as practising doctors, they can arrive at valid con-
clusions and make justifiable clinical decisions based
upon the available evidence. It also aims to provide a
basis by which a medical student or junior doctor can
learn about starting a clinical study and how to access
the information and resources that they need.

We have chosen published studies to illustrate impor-
tant epidemiological and statistical concepts. Please
bear in mind that the studies are chosen on the basis
of their ability to demonstrate key issues that arise
when analysing different study designs, not necessar-
ily on the basis of their quality.

We would like to thank Adrian Smith for his very
helpful comments on the draft document.



 

ABBREVIATIONS

ANOVA analysis of variance
BMI body mass index
CFTR cystic fibrosis transmembrane

conductance regulator
CI confidence interval
df degrees of freedom
FEV1 forced expiratory volume
FN false negative
FP false positive
F/T PSA free-to-total prostate-specific antigen
GP general practitioner
H0 null hypothesis
H1 alternative hypothesis
HbA1c haemoglobin A1c

HIV human immunodeficiency virus
MHRA Medicines and Healthcare products

Regulatory Agency

MI myocardial infarction
MMR measles, mumps and rubella
NHS National Health Service
NNT numbers needed to treat
NPV negative predictive value
OR odds ratio
PPV positive predictive value
PSA prostate-specific antigen
RSI repetitive strain injury
SD standard deviation
SE standard error
SEM standard error of the mean
SE(p) standard error of the proportion
SSRI selective serotonin reuptake inhibitor
TN true negative
TP true positive
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STUDYING HEALTH AND
DISEASE IN POPULATIONS

SECTION 1

1. What is the definition of epidemiology and what are its uses?

2. What is meant by the following terms and how do they differ from each other?

a. The distribution of disease b. The determinants of disease

3. Which type of information would provide you with an idea of the distribution of the
disease in developing versus developed countries?

a. A case–control study
b. A randomized controlled trial
c. The National Infant Mortality Register
d. The National Cancer Register
e. An ecological study into the correlation between infectious disease rate and population

density

4. Which type of information would help you to understand the determinants of breast
cancer?

a. A case–control study investigating the correlation between use of hormonal
contraception and the risk of breast cancer

b. The National Cancer Register
c. A cohort study into the incidence of breast cancer in two groups of women: in one

group, all the women have a family history of breast cancer, in the second group, there
is no family history

d. An ecological study comparing the rates of breast cancer in the UK and in France
e. A randomized controlled trial investigating the efficacy of a new drug treatment for

breast cancer

5. Identify the numerators and denominators in the following scenarios

a. In a school of 670 children, 380 eat lunch in the canteen, 8 children have been
identified as having gastroenteritis as a result of one of the canteen’s chicken dishes

b. A country has a population of 20 million people. Of these, 10 million live in highly
polluted cities. 450 000 have been diagnosed with pollution-induced asthma

c. A study wants to investigate the association between smoking and infertility using data
on couples. There are 340 couples enrolled in a fertility clinic; 120 couples are defined
as smokers (one or both partners smoke)



 

Studying health and disease in populations 5

EXPLANATION: PRINCIPLES OF EPIDEMIOLOGY

Epidemiology is the quantitative study of the distribution and determinants of health and disease in a popu-
lation (1).

Analytic epidemiological studies typically involve four components: the definition of disease and identification
of the ‘at risk’ population; the measurement of disease; the measurement of exposure and the examination of
the association between disease and exposure.

Understanding of the distribution and determinants of health problems in populations can help direct public
health strategies, for the prevention and treatment of disease, to improve the health of a population. It can
ensure that money is spent in the right way on the people who are at risk (1).

Any epidemiological parameter requires two numbers: a numerator, such as the number of individuals who
have been defined as having a disease and a denominator, the defined population from which these individ-
uals have been taken. Information on both the numerator and the denominator is crucial in epidemiology.

To illustrate: ‘10 people have been diagnosed with skin cancer in one month’ – this figure is meaningless if one
does not know from what size population these 10 people have been identified. A population of only 20 indi-
viduals may raise more concern than a population of 20 million individuals.

Different populations and subgroups of populations are affected by different health problems to different
extents. Information about the distribution of health problems can be obtained through routinely collected
data such as censuses and registers for death and disease, and through cross-sectional prevalence surveys (2a).

Establishing the determinants of health and disease is based upon identifying the association between an
individual’s exposure to specific risk or protective factors and the subsequent health outcome for that individ-
ual (2b). Ecological studies investigate exposure and disease at the level of population groups, rather than at
the level of the individual. Studies that record exposure and disease status of individuals within a population
include:
• Cross-sectional studies, which measure disease exposure
• Case–control studies
• Cohort studies.

Epidemiological evidence provides an idea of the extent and burden of health problems in a population, and
thus can be used to direct public health strategies and treatment programmes aimed at improving health and
reducing disease. Studies that investigate the effects of an intervention on health status include randomized
controlled clinical trials of individual communities.

Answers
1. See explanation
2. See explanation
3. F F T T T
4. T F T T F

5. a – Numerator: 8 cases, denominator: 380 children at risk from canteen
food, b – Numerator: 450 000 cases, denominator: 10 million in ‘at risk’
population, c – Numerator: 120 couples who are smokers (cases), denominator: 340 infertile couples
(population of interest)
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6. Define prevalence and incidence

7. Calculate the prevalence of

a. Smoking in medical students: sample of 170 medical students, 38 smokers, 132 non-
smokers

b. Repetitive strain injury in secretaries: 340 secretaries, 65 with repetitive strain injury

8. Calculate the annual incidence of

a. Work-related injuries in a car factory: 680 workers, four injuries per month
b. Leukaemias in primary school children in a town near a nuclear energy plant, town

population: 32 000; number of primary school children: 5800; number of leukaemia
cases reported per year: 46

9. Calculate the age-specific mortality rate for the over-65-year age group in England: mid-
year population for over 65 years is 9.2 million of which 30 914 died in one year

10. The prevalence of a disease

a. Can only be calculated by a cohort study
b. Is the number of new cases per unit time in a defined population
c. Describes the balance between incidence, mortality and recovery
d. Can be standardized for age and sex
e. Can be used to compare the burden of a disease across different geographical areas

NHS, National Health Service; RSI, repetitive strain injury
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EXPLANATION: MEASURING DISEASE

Disease occurrence can be measured in different ways and using different sources. One example is that of rou-
tinely collected data, i.e. data collected not for the specific purpose of conducting an epidemiological study,
which can give estimates of the prevalence and incidence of a disease in a population.

1. Denominator data (defining ‘at risk’ populations): census

2. Numerator data (defining cases) – falls into several categories:
• Mortality: e.g. death registers and certificates
• Morbidity: e.g. NHS contact or disease registers
• Wider impact: e.g. cost to the NHS or days missed from work for health reasons.

3. Prevalence is the number of cases in a population at a single point in time divided by the total number of
individuals in that population at the same point in time (6). Prevalence is often expressed as a percentage (%)
but for rarer diseases it can be expressed in larger population units such as per 1000 population or per 10 000
population.

The prevalence of disease at any time is determined by the incidence of new disease, the duration of the disease
and changes in the population at risk, e.g. births and deaths. Prevalence measures the overall disease burden
in a population at a particular point in time.

4. Incidence measures the number of new cases occurring in a defined time period divided by the number in
the population at risk of becoming a case (6). To estimate incidence, one needs:
• A defined population at risk of an event
• A defined time period
• The number of events occurring in that period.

Incidence is often considered by epidemiologists to be the most informative measure of disease occurence. It
is expressed as the number of events per 1000 or per 100 000 population. For example, it is easier to think in
terms of 12 deaths per 1000 than 0.012 deaths per person. The denominator for incidence can be refined and
measured using ‘person-time’, e.g. person-years at risk, and this measure is often called the ‘incidence rate’.

Answers
6. See explanation
7. a – 38/170; 22 per cent; 22 smokers per 100 students, b – 65/340; 19 per cent; 19 per 100 secretaries get RSI
8. a – Injuries per year = 4 × 12 = 48; 48/680 = 0.07; 7 injuries per 100 workers per year, b – 46 cases per year/5800 primary school
children = 0.0079; 79 leukaemia cases per 10 000 primary school children per year
9. 30 914/9 200 000 = 0.0034; 34 deaths per 10 000 population per year in the over-65-year age group
10. F F T T T
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11. Which of the study designs are being described in the examples?

Options

A. Cohort study C. Case–control study E. Randomized controlled trial
B. Meta-analysis D. Ecological study F. Cross-sectional study

1. A group of Gulf War veterans is followed over the course of 10 years to determine the
association between the exposure to life-threatening experiences and the risk of
psychiatric disturbance

2. The prevalence of HIV is compared in two African countries, one with a national ‘safe-
sex’ education programme in place and the other with no such programme

3. A group of patients with liver disease is questioned on its daily consumption of alcohol
over the past year. Consumption rates are compared to those of a group of patients in
the same hospital but without liver disease

4. Thirty women with breast cancer are given a new drug treatment and 30 similar women
are given an existing treatment. Neither the doctors involved in the care of the women
nor the women themselves are aware of which treatment they are taking. The women are
followed over a period of five years and at the end the five-year survival rates for the two
groups of women are calculated and compared

5. The prevalence of leukaemia in children living near power lines is compared with the
prevalence in children living far away from power lines

6. All the existing evidence for the effectiveness of a new laparoscopic technique for
resection of large bowel tumours from multiple different studies is collected together

12. Match the study designs below to the following scenarios (each option can be used
once, more than once or not at all)

Options

A. Cohort study C. Case–control study E. Randomized controlled trial
B. Meta-analysis D. Ecological study F. Cross-sectional study

HIV, human immunodeficiency virus

1. A rare disease
2. A rare risk factor
3. More than one outcome
4. Multiple risk factors
5. The temporal relationship between a

risk factor and a disease

6. To prove the effect of a new drug for asthma
7. To test the hypothesis that hypertension is a

risk factor for cardiovascular disease
8. When time and money are limited
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EXPLANATION: MEASURING ASSOCIATIONS

Special studies are used to assess the effects of exposure to particular risk or protective factors on a particular
health outcome, such as a disease of interest.

The choice of a particular study design may depend upon a number of factors such as the prevalence of the
condition of interest, the frequency of the exposure of interest or the amount of time and money available.

The table below summarizes the key characteristics, uses and disadvantages of the main types of epidemiolog-
ical study.

Approach Category Type Timing Uses Problems

Observational Ecological study Study of groups Usually Data on No data about 
or populations retrospective distribution of individuals
using routinely disease across
collected data population groups

Observational Cross-sectional Special health One point in time To measure No incidence
study survey of prevalence

individuals

Observational Case–control Longitudinal Retrospective For common Recall and 
study study of exposure and rare selection bias

individuals outcome
No proof of tem-

Quick and cheap poral relationship

Observational Cohort study Longitudinal Prospective or For rare Large sample 
study of retrospective exposures sizes needed
individuals (historical data)

Demonstrates a Time consuming
temporal
relationship

Can measure
incidence

Intervention Randomized Clinical trial Prospective Gold standard for Expensive
controlled trial proving effect of

an intervention Time consuming

Overview Meta-analysis Statistical review Retrospective Summarizes all Hard to include 
of numerical relevant research all published and 
results of other unpublished data
studies

Answers
11. 1 – A, 2 – D, 3 – C, 4 – E, 5 – F, 6 – B
12. 1 – C, 2 – A, 3 – A, 4 – C, 5 – AE, 6 – BE, 7 – A, 8 – BDF
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OBSERVATIONAL STUDIES:
ECOLOGICAL STUDIES

SECTION 2

Seagroatt V. MMR vaccine and Crohn’s disease: ecological study of hospital admissions in England,
1991 to 2002. BMJ 2005;330:1120–1121 (extracts and figures reproduced with permission from BMJ
Publishing Group).

INTRODUCTION

‘It has been hypothesised that the measles, mumps, and rubella vaccine (MMR vaccine)
increases the risk of autism and Crohn’s disease. Although a possible link with autism has been
extensively studied and refuted, a link with Crohn’s disease has not. I tested this hypothesis by
analysing trends in age specific admission rates for Crohn’s disease in children and
adolescents to determine if the introduction of MMR vaccine in 1988 increased rates in those
populations that were offered the vaccine as infants.’

1. What is the question being investigated by this study?

2. What type of comparison is being performed?

3. What types of data are being used to answer the question?

RESULTS

‘Age specific rates per 10 000 population per year for emergency hospital admissions for
Crohn’s disease in England, 1991 to 2002. Rates in children aged < 4 years were relatively

low and so were excluded from the figure. Three-year
groups, rather than the more conventional five-year groups,
were used in order to discriminate between rates in children
born before and after the introduction of MMR.’
‘There were 4463 admissions for Crohn’s disease, 923 of
which occurred in populations with a vaccination rate of
≥ 84 per cent (those born in 1988–89 or later). Although
the age specific rates increased over the study period, no
obvious changes occurred that coincided with the
introduction of MMR vaccine. The estimated rate ratio for
the MMR vaccination programme (rates in populations with
a vaccination rate of ≥ 84 per cent compared with those
with a rate of ≤ 7 per cent) was 0.95 (95 per cent
confidence interval 0.84 to 1.08).’

4. What can we infer from the rate ratio and the confidence interval?

5. What potential confounding factors may influence the results?

MMR, measles, mumps and rubella
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EXPLANATION: ECOLOGICAL STUDIES

In an ecological study the units of observation are populations or groups of people, rather than individuals.
For example, an individual does not have a life expectancy or an income distribution, but a population of a
city, state or country does. Ecological studies allow statements to be made about the populations being com-
pared. While they may suggest associations between a disease and exposure, these usually require confirmation
from studies involving individuals.

For data collection, disease rates and exposure are measured in each of a series of populations and their rela-
tionship is analysed. Ecological studies often use routinely collected aggregate statistics, usually published for
other purposes, such as mortality rates or hospital admissions rates.

Populations can be compared in a variety of different ways:
• Geographical comparison: comparison of disease rates and prevalence of risk factors in different geo-

graphical areas
• Temporal comparison: ecological studies can be used to analyse trends in disease patterns over time by

taking routinely collected statistics from the same population group over successive time intervals
• Migrant studies: the study of migrant populations helps to disentangle the influence of genetics and envi-

ronmental exposures in determining disease processes. It can also help to establish the age at which envi-
ronmental influences exert their effect. For example, studies looking at multiple sclerosis prevalence in
migrant populations have shown that populations from places close to the equator maintain their low preva-
lence rates when they migrate to higher latitudes. However the offspring of the migrants adopt the high
prevalence rates associated with the higher latitude location

• Occupation and socio-economic group: statistics on exposure and disease are widely available for specific
groups in society. For example, occupational risk factors, such as the stress associated with working in the
medical profession can be correlated with morbidity statistics such as rates of alcoholism in doctors.

The question being asked in the example study (page 12) is: ‘Is there an association between the rate of Crohn’s
disease in children and the introduction of the MMR vaccine in 1988?’ The study is a temporal comparison
(1,2). The data used in the study come from two sources of population-level data (3):

1. Routinely collected statistics for the age-specific rates of emergency hospital admissions for Crohn’s disease
for children under the age of 18 years from April 1991 to March 2003

2. Percentages of children completing a primary course of MMR vaccine in their second year of life (in the
first two years of the MMR vaccination programme, these were 7 per cent and 68 per cent; thereafter they
were at least 84 per cent).

Answers
1. See explanation
2. See explanation
3. See explanation
4. See explanation (page 16)
5. See explanation (page 16)

Continued on page 16
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6. Which one of the following definitions best describes the ‘ecological fallacy’?

a. The weakness of ecological studies compared to case–control or cohort studies
b. The mistaken interpretation of a study as ecological when really it is a cross-sectional

study
c. An association found in an ecological study does not exist at the individual level

7. What are the advantages of an ecological study?

a. It can be used to study associations at the individual level
b. It can study large and very different population groups
c. It does not rely on existing published statistics which may contain errors
d. It uses aggregate data on exposure and disease in population groups, increasing the

power of the study
e. It helps to formulate hypotheses on aetiological factors in disease
f. It is easy to minimize confounding factors

8. What are the disadvantages of an ecological study?

a. It cannot make inferences about individuals
b. There is a risk of the ecological fallacy
c. It is costly and time consuming to conduct
d. It is less reliable than a case–control study that lacks within-population exposure

variability
e. It cannot compare populations that have very different characteristics
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EXPLANATION: ADVANTAGES AND DISADVANTAGES OF ECOLOGICAL STUDIES

Advantages of an ecological study are:
• It is quick, simple and cheap to conduct due to the availability of routinely collected data that have already

been published
• It has more power than individual-level studies, such as case–control and cohort studies where there is

less exposure variability
• Data can be used to compare populations with widely differing characteristics, for example the Chinese

and the Americans
• It provides a useful starting point for more detailed epidemiological work by helping to formulate

hypotheses about the aetiology of disease.

Disadvantages are:
• The risk of the ‘ecological fallacy’. This is when inappropriate conclusions are drawn on the basis of eco-

logical data. An association seen at the group level does not necessarily represent an association at the indi-
vidual level, therefore an ecological study cannot make inferences about individual level associations

• Inability to control potential confounding factors other than age and sex. For example, in geographi-
cal comparisons, although it may be possible to adjust for age and sex, data for other potential confounders,
such as dietary or cultural habits, may not be available. In temporal studies, changes in diagnostic or treat-
ment techniques may influence disease statistics over time. In migration studies, factors associated with the
act of migration itself, such as psychological stress, may influence disease processes, confounding the influ-
ence of new environmental risk factors. In occupational studies, socio-economic factors may confound the
results and vice versa

• Reliance upon existing published statistics may limit the breadth and type of studies conducted.

Answers
6. F F T
7. F T F T T F
8. T T F F F
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EXPLANATION: ECOLOGICAL STUDIES Cont’d from page 13

The analysis of data from ecological studies depends upon the mode of comparison being used, for example
in geographical studies, associations between disease occurrence and exposure are often presented graphically
in the form of scatter plots (see page 75). For temporal comparisons, trends may also be displayed graphically,
and correlation coefficients (see page 107) or rate ratios with confidence intervals (as in the example study
on page 12 and also see page 89) may be calculated.

A rate ratio of 0.95 suggests that the rate of emergency Crohn’s admissions in children born after the intro-
duction of the MMR vaccine (population group with ≥ 84 per cent vaccinated) is almost the same as the rate
in the group born before the vaccine was introduced (≤ 7 per cent vaccinated). The narrow confidence inter-
val (which includes the value of 1) indicates that the rate ratio estimate is precise: we can be 95 per cent certain
that the true rate ratio being estimated lies in the range 0.84 to 1.08 (4).

Potential confounders (see page 117) could include changes in dietary habit, new medical treatments or
another immunological-type factor with a protective effect against Crohn’s disease in order to counteract an
added risk from the MMR (5). However, quoting from the example study: ‘. . . some factor(s) would have to
be negatively associated with Crohn’s disease, be introduced over the same three-year period, and be targeted
at the same population of infants as MMR vaccine to mask a true association. This seems highly unlikely.’

MMR, measles, mumps and rubella.
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BMI, body mass index

OBSERVATIONAL STUDIES:
CROSS-SECTIONAL STUDIES

SECTION 3

Chinn S and Rona RJ. Prevalence and trends in overweight and obesity in three cross sectional studies of
British children, 1974–94. BMJ 2001;322:24–26 (summary of study reproduced with permission from the
BMJ Publishing Group).

Study participants were primary school children, 10 414 boys and 9737 girls in England and
5385 boys and 5219 girls in Scotland aged 4 to 11 years. The height and body mass of all the
children were measured and body mass index (BMI) calculated as weight/height2, where
weight was measured in kg and height in m.

Using linear interpolation between cut-off points for each six months of age, the percentages of
children who were overweight or obese, as defined by the International Obesity Task Force
(internationally agreed cut-off points equivalent to BMIs of 25 and 30 respectively at age 18
years) were calculated.

1. Answer the following questions with reference to the above study:

a. What are the research questions being asked in this cross-sectional study?
b. What features of the study design characterize it as cross-sectional?
c. What type of data does it generate?
d. What are the advantages and disadvantages of conducting the study in England and

Scotland?

2. From data in the table below, which shows a summary of results for 1974, what
statements are correct regarding overweight and obesity in the UK?

Percentage prevalence of Percentage prevalence of 
overweight children in 1974 obese children in 1974

English boys 6.4 1.4
English girls 9.1 1.5
Scottish boys 5.4 1.7
Scottish girls 8.8 1.9

a. The incidence of obesity is higher than the incidence of being overweight
b. Girls and boys have a similar risk of being overweight
c. The dietary habits of the Scots explain the higher rates of obesity in Scotland
d. Nearly one in ten primary school-aged girls in England are considered overweight as

defined by the International Obesity Task Force
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EXPLANATION: CROSS-SECTIONAL STUDIES (i)

A cross-sectional study usually involves a health survey of a group of individuals in a specified population
(1b). This is in contrast to an ecological study which uses routinely collected data about groups. Cross-
sectional studies are particularly useful for estimating the prevalence of a condition or characteristic in a pop-
ulation, where the condition is a disease status defined in a standard way. These studies are conducted at a
single point in time or over a very short time period (1b), and are therefore unable to measure disease inci-
dence. Prevalence data rely upon strict definitions. The definition of a disease state will influence prevalence
data collected in a cross-sectional study. Taking the example opposite, different cut-off values of BMI would
produce different prevalence estimates for obesity.

The validity of the prevalence data obtained from cross-sectional studies depends on study participants pro-
viding a representative sample of the relevant population. When the aim is to measure disease prevalence
according to presence or absence of an exposure, they are not picked according to whether they have a disease
or condition, or according to their exposure to any postulated factor (1c). The number of ‘cases’ studied is
therefore not specified in advance but is simply the number present in the sample. The best studies are those
in which the participants are selected by a random method, for example from the electoral roll, school regis-
ters or general practitioners’ lists, rather than by using volunteers (1c). Non-random methods of recruiting
participants, such as requesting volunteers or reliance on responses to postal questionnaires where the response
rate is poor, may introduce bias into the sample population.

Cross-sectional studies can also be conducted simultaneously in different geographical places, so that preva-
lence can be compared in different areas. They may also compare different population groups, such as males
versus females, different age groups, different socio-economic or ethnic groups. The questions asked in the
example study are: ‘What are the rates of obesity and overweight in the UK?’ and ‘Are there differences in
prevalence between girls and boys/between England and Scotland/between age subgroups? (1a)’.

Advantages of conducting such a study in England and Scotland are that it is possible to obtain representa-
tive data for the whole of the UK and one can compare rates in different geographical areas to formulate
hypotheses about causative environmental factors (1d).

Disadvantages are that extra expense and co-ordination are needed to conduct more than one study simulta-
neously and there may be differences in methods of conducting the study in different geographical areas,
leading to confounding factors (1d).

This study is an example of a descriptive cross-sectional study. An analytical cross-sectional study collects data
on both disease and exposure. Examples of analytical studies are:
• BRCA1 gene and diagnosis of breast cancer in women attending breast cancer screening clinics
• Prevalence of cancer in a representative sample of individuals in Chernobyl before and after the Chernobyl

nuclear reactor disaster.

Answers
1. a – See explanation, b – See explanation, c – Prevalence data, d – See explanation
2. F F F T
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Chinn S and Rona RJ. Prevalence and trends in overweight and obesity in three cross sectional studies of
British children, 1974–94. BMJ 2001;322:24–26 (tables adapted with permission from the BMJ
Publishing Group).

The example study described on page 18 was actually repeated at three sequential points in
time, 1974, 1984 and 1994. Results are shown in the table below.

Change in prevalence of overweight (95 per cent CI)
1974–84 1984–94

English boys –1.0 (–2.1 to 0.1) 3.6 (2.3 to 5.0)
English girls 0.3 (–1.2 to 1.7) 4.1 (2.4 to 5.9)
Scottish boys 1.0 (–0.1 to 2.7) 3.6 (1.9 to 5.4)
Scottish girls 1.6 (–0.7 to 3.8) 5.4 (3.2 to 7.6)

Change in prevalence of obesity (95 per cent CI)
1974–84 1984–94

English boys –0.8 (–1.2 to –0.4) 1.2 (0.6 to 1.7)
English girls –0.3 (–0.8 to 0.3) 1.4 (0.6 to 2.1)
Scottish boys –0.8 (–1.7 to 0.0) 1.2 (0.5 to 2.0)
Scottish girls –0.1 (–1.0 to 0.9) 1.4 (0.5 to 2.4)

3. What do the results tell us about changes in prevalence of overweight children between
1974 and 1984, and 1984 and 1994?

4. How confident can we be in these results?

5. What conclusions can be drawn from the obesity data?

6. How could one improve the study, particularly regarding the obesity data?

7. What, if any, action would these results prompt you to take?

CI, confidence interval
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EXPLANATION: CROSS-SECTIONAL STUDIES (ii)

Cross-sectional studies are used to calculate the prevalence of a disease or condition at one particular point in
time.

Prevalence =

However, cross-sectional studies can be repeated at different points in time to obtain sequential prevalence esti-
mates and thus comment on trends in the population.

The example study tells us:
• Overweight 1974 to 1984: prevalence decreased in one group (English boys) but increased in others. In all

groups the confidence interval includes 0, which means that one cannot exclude the possibility that there is
no change in prevalence of overweight

• Overweight 1984 to 1994: prevalence in all groups has increased. This change is greatest in Scottish girls
and the 95 per cent confidence intervals do not include 0 suggesting real increases

• Obesity 1974 to 1984: prevalence decreased in all groups. For English boys the estimated change in preva-
lence is –0.8 and the confidence interval does not include zero and suggests this is a real reduction

• Obesity 1984 to 1994: for all groups, the difference in prevalence shows an increase and the confidence
intervals all exclude 0 suggesting this is a real increase (3).

Confidence intervals (e.g. 95 per cent) can be calculated for changes in prevalence over time, providing a
value for the statistical uncertainty associated with the estimated change in prevalence (see page 89). From the
example given, the prevalence of overweight in English boys increased by 3.6 between 1984 and 1994 with a
95 per cent confidence interval of 2.3 to 5.0. This means that the true value of the increase in prevalence has
a 95 per cent probability of being between 2.3 and 5.0 (4). The prevalence changes for obesity are smaller.
The estimated increase in prevalence in English boys between 1984 and 1994 was 1.2 with a 95 per cent con-
fidence interval of 0.6 to 1.7. As this interval excludes zero we can conclude from these findings that there has
been a real increase in obesity over the time frame investigated (5).

The prevalence of obesity is much lower than that of overweight. The smaller number of cases reduces the sta-
tistical precision of the study for obesity. To increase the precision of obesity results, the size of the study
would need to be increased (see pages 85 and 87) (6).

The study has highlighted that the prevalence of overweight in children is increasing and suggests that there
is a similar rising trend in the prevalence of obesity. Public health initiatives could be implemented for the
primary prevention of overweight and for helping overweight children to maintain their weight, in order to
prevent any further increases in the prevalence of obesity (7).

Number of people with disease at a single point in time

Total number studied at the same time point

Answers
3. See explanation
4. See explanation
5. See explanation
6. Increase sample size
7. See explanation
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8. What are the advantages of a cross-sectional study?

a. It is quick and inexpensive
b. It can be used to calculate incidence
c. It is good for studying common conditions
d. It is good for looking at rare diseases
e. It can be used to test a hypothesis
f. It can be used to compare the prevalence data in different subsets of a population
g. It can compare prevalence in populations in different geographical regions

9. Which of the following questions would be best investigated by using a cross-
sectional study?

a. Whether a new drug for hyperlipidaemia is effective at reducing serum triglyceride level
b. Whether there is an association between obesity and childhood asthma
c. Whether there has been a change in the incidence of heart disease in the under-40-year

age group over the last 20 years
d. Whether hay fever is more common in cities than rural areas
e. Whether alcohol-related accidents are more common in France than in Britain

10. What are the disadvantages of a cross-sectional study?

a. It cannot be used to estimate incidence
b. There is a potential for recall bias
c. Definitions of disease may influence prevalence estimates
d. It can always demonstrate true trends in disease

11. In which of the following situations would a cross-sectional study be inappropriate?

a. To test the hypothesis that obesity leads to an increased risk of asthma
b. To calculate the number of new cases of obesity per year in the UK
c. To study the prevalence of obesity in different countries of Europe
d. To study whether the incidence of allergies changes with season
e. To study whether exposure to mobile phone signals precedes development of brain

tumours

BMI, body mass index
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EXPLANATION: ADVANTAGES AND DISADVANTAGES OF CROSS-SECTIONAL STUDIES

Advantages of cross-sectional studies are:
• They are relatively quick: they are only conducted at a single point in time (unless a series of repeated

studies is done) and therefore can be relatively inexpensive
• They can give estimates of prevalence
• They are flexible: they can be used for studying both rare and common conditions or diseases, depending

on the sample size recruited
• They can be used to compare prevalence in different populations and thus used to formulate hypothe-

ses about disease, based on characteristics such as sex, age or geographical location of a population
• Sequentially repeated cross-sectional studies can be used to estimate changes in prevalence over time

and thus are used to demonstrate trends in health and disease.

Disadvantages of cross-sectional studies are:
• They cannot measure incidence: cross-sectional studies usually collect data only from a single point in

time; including both new cases and those diagnosed in the past
• They can be used to formulate but not formally test hypotheses regarding associations between sub-

sequent disease following previous exposure: the subjects are not chosen according to their exposure to a
factor of interest or their disease status. It is only possible to use cross-sectional studies to study whether
exposure and outcome may be associated. The results obtained may be interpreted in a number of different
ways, giving rise to alternative explanations for the associations observed

• Long-term outcomes: cross-sectional studies do not provide information about the long-term outcomes of
particular trends in health and disease status. Study participants are not followed up to a defined end-point
and the consequences are not recorded, only the characteristic(s) of interest at the time of the survey. For
example, the overweight and obesity study can only speculate on the future consequences of a trend of
increasing BMI in children. It cannot provide hard proof as to the long-term medical complications of such
a trend, as demonstrated by the following quote from the paper detailed on pages 18 and 20: ‘Rising trends
are likely to be reflected in increases in adult obesity and associated mortality’.

Answers
8. T F T F T T T
9. F T F T T
10. T F T F
11. T T F T T
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OBSERVATIONAL STUDIES:
CASE–CONTROL STUDIES

SECTION 4

Doll R and Hill AB. Smoking and carcinoma of the lung. Preliminary report. BMJ 1950;2:739–748
(extracts reproduced with permission from the BMJ Publishing Group).

‘The great increase in the number of deaths attributed to cancer of the lung in the last 25 years
justifies the search for a cause in the environment. An investigation was therefore carried out
into the possible association of carcinoma of the lung with smoking, exposure to car and fuel
fumes, occupation, etc. The preliminary findings with regard to smoking are reported.

‘The material for the investigation was obtained from twenty hospitals in the London region
which notified patients with cancer of the lung, stomach and large bowel. Almoners then visited
and interviewed each patient. The patients with carcinoma of the stomach and large bowel
served for comparison and, in addition, the almoners interviewed a non-cancer control group of
general hospital patients, chosen so as to be of the same sex and age as the lung-carcinoma
patients.’

1. Answer the following with reference to the above study:

a. What question was this study designed to answer?
b. What features of the study characterize it as a case–control study?
c. What is the definition of a case in this study?
d. Who are the controls?
e. On what basis are cases and controls compared?
f. What is the source population for the cases and controls?
g. Can you think of any disadvantages of using this population as a source?
h. How was information collected in this study?
i. What are the disadvantages of using this method of data collection?
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EXPLANATION: CASE–CONTROL STUDIES (i)

A case–control study is an observational epidemiological study where subjects are selected on the basis of
whether they have (cases) or do not have (controls) a particular disease. A comparison is made between the
proportion of subjects in the case and control groups who have been exposed to the aetiological factor under
study. Case–control studies are always retrospective, i.e. they look back in time to determine past exposure in
cases and controls (1b).

The example study set out to answer the following question:
‘Is there an association between smoking and lung cancer?’; more precisely: ‘Is it more likely that you
were a smoker in the past if you have lung cancer now than if you don’t have lung cancer now?’. In this
study a ‘case’ is a person diagnosed with the disease of interest, i.e. a patient with lung cancer (1a,1c).

‘Controls’ do not have lung cancer. They are not necessarily healthy – in this study, the controls had diseases
such as cancer of the oesophagus or stomach, or non-cancer diseases not then thought to be associated with
smoking (1d). Cases and controls were compared with regard to their past smoking habits (1e). The data
were collected from patients from 20 London hospitals by personal interviews (1f,1h). There are disadvan-
tages of using patients only from London hospitals, as this may overlook other possible aetiological factors for
lung cancer, such as pollution or overcrowding (1g). Interviewers may consciously or subconsciously encour-
age particular answers or responders may not give accurate responses when asked questions face to face, intro-
ducing observer or responder bias, respectively (1i).

In a matched study, each case has one or more controls to which it is matched on an individual basis. Typical
matching factors may include gender, age, occupation, region of residence, etc. The object of matching is to
obtain a more accurate estimate of differences by ‘removing’ the possible influences of variables other than the
exposure under investigation. The matching is done on confounding factors that are already established risk or
protective factors, but are not under investigation themselves. There is a danger of over-matching, where cases
and controls are matched on so many different confounding variables that it makes them over-similar with
respect to potential aetiological factors of interest.

Answers
1. See explanation

PRESENT:

Source population

With disease (cases)

Exposed versus unexposed Exposed versus unexposed

Without disease (controls)

PAST:
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Doll R and Hill AB. Smoking and carcinoma of the lung. Preliminary report. BMJ 1950;2:739–748 (table
adapted with permission from the BMJ Publishing Group).

The table below shows results obtained from this study.

Patients Total number of patients Number who are smokers

Males
Lung cancer 649 647
No lung cancer 649 622

Females
Lung cancer 60 41
No lung cancer 60 28

2. Which method is commonly used to present the results of a case–control study?

3. Use this method for the above data on males and females

4. What measure of association is used to summarize the results of a case–control study?

5. Calculate the value of this measure of association for the above data

6. Comment on the meaning of these calculated values

7. State the null hypothesis for a case–control study

8. What simple hypothesis test can be applied to the results of a case–control study?

9. Apply this test to the above data

10. What value is calculated to determine the statistical significance of the test
statistic?

11. Why does this value differ for men and women?

CI, confidence interval; OR, odds ratio
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EXPLANATION: CASE–CONTROL STUDIES (ii)

Results of a case–control study can be presented in a 2 × 2 table (2):

Cases Controls Total

Exposed a b a + b
Unexposed c d c + d
Total a + c b + d a + b + c + d

The data from this study can be tabulated as follows (3):

Lung cancer No lung cancer Total

Males
Smokers 647 622 1269
Non-smokers 2 27 29
Total 649 649 1298

Females
Smokers 41 28 69
Non-smokers 19 32 51
Total 60 60 120

The measure of effect that can be used to measure the association between disease and exposure in a
case–control study is the odds ratio (see page 103) (4). Odds ratio (OR) = (a/c)/(b/d) = ad/bc

For this study this gives an OR (5) of: males: (647 × 27)/(622 × 2) = 14.0; females: (41 × 32)/(28 × 19) =
2.5

For rare events, the value of the odds ratio is close to that of the relative risk (see pages 103 and 105), and is
thus sometimes considered as an estimate of relative risk.
• Odds ratio = 1: suggests the odds (or risk) is the same in exposed and unexposed groups
• Odds ratio > 1: suggests an increased risk of disease associated with exposure
• Odds ratio < 1: suggests a reduced risk of disease associated with exposure, i.e. exposure is protective.

In this study an odds ratio of 14.0 is highly suggestive of an increased risk of lung cancer in males associated
with smoking. For females, an odds ratio of 2.5 also suggests an increased risk but this is less striking than for
males. This might reflect a true difference in the risk of smoking for developing lung cancer in men and
women, or that women have not been smoking for as long. The odds ratio estimate for women will be less
precise due to the lower number of cases (6).

Answers
2. A 2 × 2 table
3. See explanation
4. The odds ratio
5. See explanation
6. See explanation

7. Odds ratio = 1
8. The chi-squared test
9. See explanation (page 32)
10. The P-value
11. See explanation (page 32)

Continued on page 32
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12. What are the advantages of a case–control study?

a. It is quick and relatively inexpensive
b. It can be used to determine the temporal relationship between risk factor and disease
c. It may reveal new associations not previously considered
d. It is good for studying rare diseases
e. It can be used to test a hypothesis

13. What are the disadvantages of a case–control study?

a. Are particularly subject to recall bias
b. They cannot directly measure disease risk
c. There is a risk of loss of cases and controls to follow up
d. A larger sample size is needed than for a cohort study

14. A case–control study of the suspected association between breast cancer and oestrogen
therapy

a. Can directly measure the attributable risk to an individual of developing the disease as a
result of therapy

b. Will require controls selected randomly from the general population
c. Will require follow-up of a group of women on oestrogen therapy and a control group

not on therapy
d. Will investigate the temporal relationship between oestrogen therapy and development

of breast cancer
e. Will prove the existence of a causal relationship
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EXPLANATION: ADVANTAGES AND DISADVANTAGES OF CASE–CONTROL STUDIES

Advantages of case–control studies are:
• They are relatively quick
• They are relatively inexpensive
• They can test a hypothesis. For example, is there an association between smoking and lung cancer?
• They are good for studying rare diseases as only a relatively small sample size is needed
• They can be used for simultaneously investigating several potential aetiological factors
• Dose dependence of the aetiological factor can be analysed. For example, from Doll and Hill’s paper: 26

per cent of men with lung cancer smoked more than 25 cigarettes a day whereas only 13.5 per cent of men
without lung cancer smoked the same amount. For women the pattern was the same, 14.6 per cent versus
0 per cent, respectively. This is illustrated by these quotes from the example study: ‘. . . the risk of develop-
ing the disease . . . may be approximately 50 times as great among those who smoke 25 or more cigarettes
a day as among non-smokers.’ and ‘The greater prevalence of carcinoma of the lung in men compared with
women leads naturally to the suggestion that smoking may be a cause since smoking is predominantly a male
habit.’

Disadvantages of case–control studies are:
• Cases may be likely to remember past exposures better than controls and are therefore subject to recall bias 
• They cannot determine the temporal relationship between exposure and disease
• It is difficult to be sure of cause and effect: they cannot directly calculate risk of a disease only estimate

odds ratios associated with an exposure. For example, in Doll and Hill’s study, their conclusion relied upon
the fact that smoking appeared to precede the development of lung cancer and that there were no other con-
founders that could be thought of by the study designers

• They cannot reveal associations that are not specifically looked for, i.e. they do not ask open-ended
questions

• They are not good for rare exposures. For example, in Doll and Hill’s study the odds ratio for smoking in
men was much greater than in women. This may be partly explained by the lower prevalence of smoking in
women

• There is a risk of selection bias through selection of unsuitable cases or selection of controls that are inad-
equately or overly matched to controls. For example, in the example study by Doll and Hill, differences with
regard to social class, place of residence and the part of England from which subjects were drawn may have
influenced the results

• Confounding factors: in the example study, potential confounding factors of London life considered at the
time included atmospheric pollution, type of housing and occupation. Matching cases and controls for such
factors or measuring potential risk factors and adjusting for them in the analysis may help to reduce this
source of error.

Answers
12. T F F T T
13. T T F F
14. F F F F F
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EXPLANATION: CASE–CONTROL STUDIES (ii) cont’d from page 29

The hypothesis that there is an association between exposure to the aetiological factor of interest and subse-
quently developing the disease of interest can be tested using the data generated by a case–control study.

The null hypothesis is that the true odds ratio is 1 (7). The chi-squared (χ2) test statistic provides a P-value
to measure the strength of evidence against the null hypothesis (8,10). Results of applying this test are shown
in the table below (9).

Lung cancer No lung cancer
Observed Expected Observed Expected Total

Males
Smokers 647 = 1269 × (649/1298) = 634.5 622 = 1269 × (649/1298) = 634.5 1269
Non-smokers 2 = 29 × (649/1298) = 14.5 27 = 29 × (649/1298) = 14.5 29
Total 649 649 1298

Females
Smokers 41 = 69 × (60/120) = 34.5 28 = 69 × (60/120) = 34.5 69
Non-smokers 19 = 51 × (60/120) = 25.5 32 = 51 × (60/120) = 25.5 51
Total 60 60 120

Doll R and Hill AB. Smoking and carcinoma of the lung. Preliminary report. BMJ 1950;2:739–748 (table adapted with per-
mission from the BMJ Publishing Group).

χ2 for males is 20.3 and χ2 for females is 4.90. 

The formula for obtaining χ2 is provided in the appendix (page 122) and below is a worked example:

For males:
χ2 = Σ[(|O – E | – 0.5)2/E ]

χ2 = [(|647 – 634.5| – 0.5)2/634.5] + [(|622 – 634.5|) – 0.5)2/634.5] + [(|2 – 14.5| – 0.5)2/14.5]
+ [(|27 – 14.5| – 0.5)2/14.5]

χ2 = 0.227 + 0.227 + 9.93 + 9.93

χ2 = 20.3

(O is observed, E is expected and modulus (|O – E |) is the absolute magnitude of the difference between O
and E regardless of the sign.)

Referring to the statistical table of the chi-squared distribution in the Appendix (page 126), the test statistic
follows the chi-squared distribution with 1 degree of freedom (2 proportions, df = 2 – 1 = 1): for males,
P < 0.001; for females, 0.01 < P < 0.05. The P-value is smaller for males than for females. This means that
the statistical significance of the results is less strong for females. This is partly because there are fewer cases of
females with lung cancer, reducing the power of the study for females (11).

df, degrees of freedom
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OBSERVATIONAL STUDIES:
COHORT STUDIES

SECTION 5

Song Y-M, Sung J, Lawlor DA et al. Blood pressure, haemorrhagic stroke, and ischaemic stroke: the
Korean national prospective occupational cohort study. BMJ 2004;328:324–325 (extracts reproduced
with permission from BMJ Publishing Group).

‘We examined the association of blood pressure with subtype of stroke in a large cohort of
Korean civil servants. Blood pressure was measured for individuals between 1986 and 1996
during their biennial health examinations. We included deaths attributed to all strokes,
haemorrhagic and ischaemic between 1991 and 2000 in these analyses. We categorized non-
fatal strokes using data on the use of medical care, and found an accuracy of 83.4 per cent and
85.7 per cent for ischaemic stroke and haemorrhagic stroke.

‘In 9.5 million person years of observation of 955 271 people; they had 14 057 strokes, giving
crude and age standardized incidences of 1.48 and 2.24 for every 1000 person years. Of
these, 10716 (76 per cent) strokes had complete information on major exposure variables and
we included these in our analyses; we classified 2695 strokes as haemorrhagic, 5326 as
ischaemic, 1731 as undetermined, and 964 as subarachnoid haemorrhage.

‘Multiple characteristics were measured as variables that are known or potential risk factors for
ischaemic or haemorrhagic strokes. These included age, sex, body mass index (BMI), height,
blood glucose, blood cholesterol, haemoglobin concentration, ethanol consumption, smoking,
monthly pay level, and area of residency.

‘We calculated fully adjusted relative risks and 95 per cent confidence intervals using logistic
regression. . . . Both ischaemic stroke and haemorrhagic stroke had strong gradients with blood
pressure, but these were much steeper for haemorrhagic stroke. . . . For each higher 20 mmHg
of systolic blood pressure, the relative risk of ischaemic and haemorrhagic stroke increased by
2.23 (2.17 to 2.30) and 3.18 (3.06 to 3.30), z test for difference between odds ratios 11.40,
P < 0.00001. . . . Our findings emphasize the importance of controlling blood pressure,
particularly in countries with a high risk of haemorrhagic stroke.’

1. Answer the following with reference to the study above

a. What question has this study been designed to answer?
b. What features of this study suggest that it is a cohort study?
c. Is this a prospective or retrospective cohort study?
d. What are the likely sources of error in this study?
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EXPLANATION: COHORT STUDIES (i)

A cohort study is a type of observational epidemiological study.

A cohort study can be either prospective (current) or retrospective (historical). In a prospective study, the data
on exposure are collected prior to the occurrence of disease and subjects are followed up over time to observe
occurrence of the disease. In a retrospective study, past exposure data are assembled for a defined cohort using
historical records. The disease outcome may or may not be known at this time; ideally it should be obtained
independent from or subsequent to assembly of exposure data.

The figure below gives a diagrammatic representation of different cohort study designs.

The example given is a huge prospective cohort study (1c) designed to investigate if there is any association
between blood pressure and subtype of stroke (haemorrhagic or ischaemic) (1a). The factors that made this
typical of a cohort study were that a large ‘cohort’ of study participants was defined according to participants’
exposure (high blood pressure) rather than according to their disease status, and that participants were fol-
lowed over time to determine subsequent stroke risk (1b).

A major limitation of cohort studies, particularly those done over a long time period, is loss of subjects due
to factors such as death or migration. In this example, complete information was only collected on 76 per cent
of recorded strokes, therefore almost a quarter of outcomes have not been related to exposure; this could be a
potentially huge source of error, especially if relative risks were smaller. Some of the tools available to reduce
error due to loss of subjects when analysing the results of a cohort study are discussed on page 39.

Likely sources of error in the study in question include bias, confounding, human error in measuring the
initial blood pressures and error due to incomplete information (1d).

Answers
1. See explanation

Prospective:

PRESENT:

Exposed

Unexposed

Disease

No disease

FUTURE:

Retrospective:

PAST:

Exposed

Unexposed

Disease

No disease

PRESENT:
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2. Using the results table opposite, answer the following true or false

a. You are less likely to have a stroke if you have normal blood pressure
b. If you have very high blood pressure you are almost 20 times as likely to have a fatal

stroke than if you have normal blood pressure
c. If you have a very high blood pressure you are almost 20 times as likely to have an

ischaemic stroke than if you have normal blood pressure
d. The larger the number (of people having strokes) the smaller the range of the

confidence intervals

3. Using the results table on page 37 answer the following as percentages

a. What is the probability that less than 16.41 times as many people with very high blood
pressure as normal blood pressure have a fatal stroke?

b. What is the probability that between 24.89 and 33.40 times as many people with very
high blood pressure as normal blood pressure have a haemorrhagic stroke?

4. Choose from the following options the most appropriate test for the situations given

Options

A. Chi-squared tests (see page 122)
B. z-test for numeric data (see page 95)
C. Cox proportional hazards (see page 39)
D. Hypothesis testing (see page 93)
E. Calculating confidence intervals (see page 89)

1. Determining if results are statistically significant
2. Estimating the size of the effect on the outcome of the exposure
3. Comparing the means of continuous variables (height, BMI, age, etc.) in two groups
4. Comparing the dichotomous variables (male/female, etc.) in the groups
5. To account for differences other than exposure (blood pressure) or risk of outcome

(stroke)

BMI, body mass index
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EXPLANATION: COHORT STUDIES (ii)

The risk estimates obtained from this cohort study have been presented as relative risk rather than absolute
values. See page 105 on relative risk and absolute risk. This is sometimes a useful way of representing the
information as it can be seen at a glance that, whatever subcategory of stroke is considered, a given individual
is between 8 and 34 times as likely to have a stroke if their blood pressure is very high.

The disadvantage of representing the data as relative risk values is that the absolute risk of ischaemic and haem-
orrhagic stroke in each of the blood pressure groups cannot be compared directly. The increase in relative risk
of haemorrhagic stroke is much greater than the increase in relative risk of ischaemic stroke with increased
blood pressure; 28.83 times compared to 9.56 times normal values, respectively. The absolute risk of an
ischaemic stroke if one has very high blood pressure might still be higher than haemorrhagic stroke. This
depends on the magnitude of the risk of each condition for those with normal blood pressure.

The best cohort studies will identify potential confounding variables and consider whether they differ
between the two groups. If there are statistically significant differences, e.g. higher cholesterol levels in the very
high blood pressure group, these can be adjusted for in the data analyses. In the example study, the con-
founding variables adjusted for included age, gender, BMI, height, blood glucose, blood cholesterol, haemo-
globin concentration, ethanol consumption, smoking, monthly pay level, and area of residency.

The table below shows relative risks (95 per cent confidence intervals) for mean blood pressure
from the Korean National Health System Study, 1986–2000.

All strokes Stroke subtypes
fatal Non-fatal Ischaemic Haemorrhagic

Number of strokes 2073 8643 5326 2695
Blood pressure (mmHg)
< 140/< 90 Normal 1 1 1 1
≥ 180/≥ 110 Very high 19.39 (16.41 to 22.90) 11.21 (10.17 to 12.36) 9.56 (8.46 to 10.80) 28.83 (24.89 to 33.40)

Song Y-M, Sung J, Lawlor DA et al. Blood pressure, haemorrhagic stroke, and ischaemic stroke: the Korean national
prospective occupational cohort study. BMJ 2004;328:324–325 (table adapted with permission from the BMJ Publishing
Group).

Answers
2. T T F T
3. a – 2.5 per cent, b – 95 per cent (look at the confidence intervals)
4. 1 – D, 2 – E, 3 – B, 4 – A, 5 – C
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A group of 20 young adults went on a 2-week-long skiing trip. On the first day one person
broke a finger and another broke an arm. On the third day someone tore a ligament in their
knee; two further injuries occurred in the first week, one on the fifth day and one on the sixth
day. On the penultimate day of the holiday one of the members of the group broke their leg.
Each of the members of the group who was injured stopped skiing from the time they were
injured onwards.

5. What is the risk, per day, of a skier in the group of 20 having an injury?

a. On the first day
b. If the holiday were only 1 week long
c. Over the 2 weeks

6. What was the average number of days that each member of the group spent skiing
during the 2-week holiday?

7. Which of the following compares ‘time to event’ in two groups?

a. Log rank c. Odds ratio
b. Cox proportional hazards d. Kaplan–Meier survival curves

8. The curve below showing the probability of survival tells us:

a. Less than 25 per cent survive 5 years
b. 75 per cent survive 10 years
c. 90 per cent survive 5 years
d. More than 50 per cent survive 10 years
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EXPLANATION: COHORT STUDIES (iii)

A Kaplan–Meier survival curve compares the prognosis of different conditions and different treatments used
at different times, with different periods of follow-up. A survival curve allows us to estimate the cumulative
probability of an event occurring, using data from the subjects who are still alive and available at the last
follow-up. This allows us to calculate the expected time period for a particular event to occur. Although sur-
vival curves were originally used to assess mortality, they can be used to assess any outcome, for example, time
for a fracture to heal, time to discontinuation of a psychiatric drug and many others.

An example survival curve for two childhood cancers is shown below.

Each step on the curve represents the change in probability as individual events occur. For example, if two chil-
dren out of 20 die between 2 and 6 weeks, the probability of survival will fall by 10 per cent over that 4-week
interval. As the sample size increases, the steps will become smaller and closer together, smoothing out the curve.

The Cox proportional hazard model is a useful analytical tool in cohort studies as it helps reduce error due
to loss to follow-up from deaths and dropout of subjects. Supposing that in the example study (page 34) all
the people with very high blood pressure had their strokes in the first 2 years, while those with normal blood
pressure had their strokes 7 or 8 years afterwards. The method used there (logistic regression) would not take
this into account. It would then be more useful to compare the time between exposure (having high blood
pressure) and the outcome (stroke).

The Cox proportional hazards model is the most widely used method of comparing ‘time to event’ in medical
research. Other appropriate methods include log rank and the Wilcoxon two-sample tests (7).

Answers
5. a – (2/20)/1= 10 per cent, b – (5/20)/7 = 3.6 per cent, c – (6/20)/14 = 2.1 per cent
6. Over the possible 280 days of skiing (20 × 14) only 225 were spent skiing. This is 11.25 days each
7. T T F T
8. F F F T

Probability
of survival

Months after treatment

Wilm’s
tumour

Glioblastoma
multiforme
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9. What are the advantages of a prospective cohort study?

a. It is quick and inexpensive
b. It can be used to determine the temporal relationship between risk factor and disease
c. It is good for looking at rare diseases
d. The outcome following rare exposures can be measured
e. Information can be collected during the study and will not be biased by the outcome
f. It can be used to calculate incidence

10. What are the disadvantages of a cohort study?

a. Only one outcome can be measured
b. The cohort may be a biased sample due to the health-related selection
c. It is expensive and time consuming
d. Only values for relative risk can be calculated
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EXPLANATION: ADVANTAGES AND DISADVANTAGES OF COHORT STUDIES

Advantages of cohort studies are:
• They are longitudinal and, unless a retrospective study, exposure data can be collected from the start and

throughout the course of the study. This permits the collection of complete, unbiased information about
subjects’ exposure before the outcome is known

• A more accurate conclusion of the temporal relationship between the exposure and the following incidence
of disease can be drawn

• Multiple outcomes related to a specific or single exposure can be measured
• Incidence rates (absolute risk) can be calculated as well as relative risk
• They can be used to study the outcome of relatively rare exposures.

Disadvantages of cohort studies are:
• Difficulty with the method of selection. Often the way that people are enrolled in such studies is via adver-

tising or choosing groups of people who present to healthcare services frequently. Some famous cohort
studies have avoided this problem by recruiting all members of well-defined groups, such as physicians, civil
servants or even medical students. There may, however, be problems in generalising the results obtained to
the wider population. Initially participants are usually healthy, but over the course of a long study their
health may deteriorate as part of a natural progression. This is sometimes referred to as health-related selec-
tion (see page 117 on bias)

• Cohort studies are not suitable for rare disease as a huge initial cohort would be needed. Large studies are
expensive to carry out, follow-up appointments are time consuming, and a large team is usually involved
in data collection

• Loss to follow-up such as migration or death is a huge disadvantage, and the longer the follow-up the
greater the loss tends to be. If there is a high dropout rate (> 20 per cent), it becomes difficult to draw accu-
rate conclusions

• Changes over time, such as advances in treatment, may vary exposure over the course of the study and make
the results irrelevant

• Exposure may be linked to a hidden confounder that is not measured
• Blinding is difficult in cohort studies; if people know they have very high blood pressure this may have

either a positive or negative effect on outcome. They may start to exercise, stop smoking or take medication,
thus decreasing their risks, or conversely the added stress of knowing their risk is higher may become a con-
founding factor that increases their overall risk.

Specific advantages and disadvantages of retrospective cohort studies are:
• If the time taken from exposure to disease outcome is very long, a prospective cohort study may have a high

dropout rate; an advantage of a retrospective cohort study is that it only includes subjects for whom com-
plete data from exposure to outcome is available

• A disadvantage is there may be bias in measuring exposure when disease outcome is known.

Answers
9. F T F T T T
10. F T T F
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INTERVENTION STUDIES:
RANDOMIZED CONTROLLED
TRIALS

SECTION 6

Ballard C, Margallo-Lana M, Juszczak E, et al. Quetiapine and rivastigmine and cognitive decline in
Alzheimer’s disease: randomised double blind placebo controlled trial. BMJ 2005; 330:874 (extracts
reproduced with permission from the BMJ Publishing Group).

‘Ninety-three patients with Alzheimer’s disease, dementia, and clinically significant agitation were
chosen from care facilities in the north east of England to determine the respective efficacy of
quetiapine and rivastigmine for agitation in people with dementia in institutional care. The trial was
also designed to evaluate these treatments with respect to change in cognitive performance.

‘Patients were randomly sorted into three groups of equal numbers. Each group was assigned
the atypical antipsychotic quetiapine plus a placebo, the cholinesterase inhibitor rivastigmine
plus placebo, or placebo (double dummy) for 26 weeks. Agitation and cognition were
measured at baseline and at six weeks and 26 weeks.

‘Seventy-one (89 per cent) of the patients tolerated the maximum protocol dose (22
rivastigmine, 23 quetiapine, 26 placebo). Compared with placebo, neither group showed
significant differences in improvement on the agitation inventory either at six weeks or 26
weeks. For quetiapine the change in cognitive score from baseline was estimated as an
average of –14.6 points (95 per cent CI –25.3 to –4.0) lower than in the placebo group at six
weeks (P = 0.009), and –15.4 points (–27.0 to –3.8) lower at 26 weeks (P = 0.01). The
corresponding changes with rivastigmine were –3.5 points (–13.1 to 6.2) lower at six weeks
(P = 0.5), and –7.5 points (–21.0 to 6.0) lower at 26 weeks (P = 0.3).

‘Conclusion: Neither quetiapine nor rivastigmine are effective in the treatment of agitation in
people with dementia in institutional care. Compared with placebo, quetiapine is associated
with significantly greater cognitive decline.’

1. Answer the following with reference to the study above:

a. What questions was this study designed to answer?
b. What features of the design show it is a randomized controlled trial?
c. Is it an observational or intervention study?
d. What are the likely sources of error in this study?

2. The design features listed below reduce error in the study. True or False?

a. Randomizing patients into treatment groups c. Using placebo treatments
b. The use of blinding d. The use of double blinding

CI, confidence interval
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EXPLANATION: RANDOMIZED CONTROLLED TRIALS (i)

Randomized controlled trials are considered the ‘gold standard’ of clinical and epidemiological studies. They
are intervention studies that choose a group of patients who are suitable for one or more types of drug or inter-
vention (e.g. surgery). If one treatment is being tested then it can be compared with either placebo or the exist-
ing gold standard. Further comparisons may be made between treatments or population subtypes by addition
of ‘arms’ to the trial. Additionally, more than one treatment or combinations of treatments could be compared
directly to placebo. A conclusion drawn from a carefully conducted randomized controlled trial that is of ade-
quate size and has used techniques such as double blinding or placebo treatments is considered the most reli-
able, sometimes referred to as ‘top level’ or ‘level 1’, evidence as to whether a treatment is effective or not.

The example on page 44 is an intervention study (1c) to compare quetiapine, rivastigmine and a placebo with
respect to (a) levels of agitation, and (b) decline in cognition in patients with Alzheimer’s disease, dementia
and agitation (1a). Patients were assigned to one treatment group at random: quetiapine plus placebo,
rivastigmine plus placebo or placebo only (1b). The likely sources of error in the study arise mainly from small
treatment groups and that anxiety and cognition are inherently difficult to assess (1d).

In the best studies all patients are suitable for each of the options, and randomization is done using ‘names
out of a hat’ or random number generation. Generally the aim is for there to be equal numbers in each group.
With a large enough trial, random allocation should lead to a very similar distribution of characteristics in each
group (mean age, male to female ratio, etc).

Blinding can be single, where either the patient or the doctor is unaware of which treatment has been given;
or it can be double in which case neither the patient nor the doctor knows which treatment is being given. In
the example given, double blinding was carried out: ‘The randomizing clinician faxed a form to the statisti-
cian, who communicated allocation to the pharmacy, ensuring concealment.’ The term ‘double blinding’ may
be misleading, as often more than two people in the study are blinded, for example the statisticion perform-
ing the analysis may be blinded as well as the doctor and patient.

In crossover trials comparisons are not made between patients but within patients when, over a period of time,
each patient receives more than one treatment. Each patient is randomly assigned to one treatment ‘arm’
involving a sequence of two or more interventions given consecutively. One example is that of an AB/BA study,
where A and B may be types of drug or treatment, or one a treatment and the other a placebo. In the first
round, half of the group is randomly assigned to A, while the other half is randomly assigned to B. After a ‘dry
out’ period the two groups swap. This has the advantage of comparing each subject’s response to both treat-
ments and also reveals if the order of treatment has an effect.

Sometimes the effect measured when a patient thinks they are on treatment is significant, this is known as the
placebo effect. If part of the group is randomized to ‘no treatment’, they will be given an identical looking
placebo tablet and contact time with health professionals will be the same.

Answers
1. See explanation
2. T T T T
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3. The following are advantages of having a large sample

a. More data for statistical comparison
b. It is cheap and easy to perform a trial on large numbers of people
c. A large initial sample allows for there to be enough data once non-compliance has been

taken into account

4. What are the disadvantages of having a large sample?

a. It is easier to make type 1 and type 2 errors (see page 113)
b. It is ethically wrong to treat a lot of people with a substandard treatment that can be

proved so by exposing far fewer people
c. Even though the conclusions are statistically significant they are weak

5. Using the compliance adjustment formula, adjust the calculated sample size per arm 
(N) = 100 for a trial that expects 80 per cent compliance (c = 0.8) in each group

Ballard C, Margallo-Lana M, Juszczak E, et al. Quetiapine and rivastigmine and cognitive decline in
Alzheimer’s disease: randomised double blind placebo controlled trial. BMJ 2005; 330:874 (extract
reproduced with permission from the BMJ Publishing Group).

The following explains how the sample size was chosen:
‘To detect an average difference of a 6-point (SD 6) change in agitation inventory score from
baseline to six weeks between active treatment and placebo with a power of 90 per cent at
the 5 per cent (two sided) level of significance, we needed a sample size of 23 in each
group, assuming similar efficacy of active treatments. These parameters are based on the
effect reported for carbamazepine in a similar study. With allowance for a drop out rate of 25
per cent, we therefore needed 31 patients per treatment group (n = 93).’

6. In the example above how does the non-compliance affect the sample size?

a. If the non-compliance was 20 per cent how many patients per group would have been
needed?

b. If the non-compliance was 30 per cent how many patients per group would have been
needed?

c. If the power was 95 per cent at the 2.5 per cent level of significance would this require
a larger or smaller sample?

SD, standard deviation
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EXPLANATION: RANDOMIZED CONTROLLED TRIALS (ii)

There are several important reasons to get the sample size right. Firstly the numbers need to be big enough
so that if the treatment really does affect clinical outcome, the trial will be able to detect a statistically signifi-
cant difference. However, the bigger the sample size, the more time and money the trial will cost.
Randomized controlled trials may be designed as large-scale, multicentre trials if two very similar treatments
are being compared and the difference between them cannot be determined by smaller studies. From an
ethical perspective, the closer the two treatments are to each other, or indeed to the ‘gold standard’, the more
reasonable it is to involve hundreds or thousands of people in the trial.

This is a checklist devised for working out how big the sample size should be:
• Estimate the event rate in the control group by extrapolating from a population similar to the population

enrolled in the trial
• Determine the smallest difference that will be of clinical importance
• Determine the power (see page 115) for the particular trial
• Determine the significance level or probability of a type 1 error (see page 115) that is acceptable or reason-

able (see page 97 on significance levels and P-values)
• Adjust the calculated sample size (N) for the expected dropout rate or level of non-compliance with treat-

ment.

The level of non-compliance takes into account the proportion of patients allocated to treatment who fail to
take it as well as those on placebo who do end up on treatment. A placebo-controlled study needing 100
patients per treatment arm, with 100 per cent compliance, would require over 278 patients per arm if com-
pliance were only 80 per cent in each group. If compliance fell to 70 per cent in each group, the trial would
require 625 patients.

The compliance adjustment formula is as follows: Adjusted n per arm = where c1 and c2 are
the average compliance or inverse dropout rates per arm.

The figure opposite depicts the
exponential increase in numbers
needed in the initial sample as the
dropout rate or non-compliance
increases. The three different lines
represent compliance of 70 per cent,
80 per cent and 90 per cent respec-
tively in the control group.

N

(c1 + c2 – 1)2

Answers
3. T F T
4. F T F
5. Adjusted n = 100/(0.8 + 0.8 − 1)2 = 278
6. a – 64, b – 144, c – Larger
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7. What are the advantages of randomized controlled trials?

a. They can study an intervention for which there is no observational information
b. Large trials are cheap and easy to organize
c. They can be designed with features to eliminate bias

8. What are the disadvantages of randomized controlled trials?

a. They are not considered very highly as a type of epidemiological study
b. By randomizing the subjects the study is open to bias
c. Blinding can cause ethical problems

9. How might study design take advantages and disadvantages into account?

10. Put the options in the order that would suggest ‘goodness’ of study design from the
worst to the best, assuming each feature is both possible and appropriate

Options

A. Non-randomized
B. Randomized, placebo, crossover and double blinding
C. Randomized, placebo, crossover and single blinding
D. Randomized
E. Randomized, placebo and crossover
F. Randomized with placebo
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EXPLANATION: ADVANTAGES AND DISADVANTAGES OF RANDOMIZED CONTROLLED
TRIALS

Advantages of randomized controlled trials are:
• The distribution of confounders is more likely to be even between groups
• Blinding can be incorporated into the study design
• Randomizing subjects to trial groups reduces bias and facilitates statistical analysis.

If a randomized controlled trial is conducted well, it is often possible to be fairly sure that the results are
correct, at least for the type of patients who took part in the study. Good clinical trials are almost always ran-
domized and controlled. Randomized controlled trials are therefore usually quoted most frequently when
building strong arguments for or against a type of treatment. A carefully conducted, large clinical trial has the
power to overturn currently accepted theories. The most limited studies are non-randomized, while the best
are usually considered to be the ones with all of the features intended to reduce bias incorporated into the study
design; such a study would be randomized, placebo, crossover and double blinded.

Disadvantages of randomized controlled trials are:
• They are generally expensive; a lot of time and money are required
• Volunteer bias still exists in some situations
• There are several issues that lead randomized controlled trials to be ethically problematic at times, such as

blinding.

Blinding is often difficult to achieve as it has several ethical and practical problems. The ethical issue is that,
for any treatment, a patient should be aware of all the options, understand their implications and give consent
for each of them, including a placebo treatment. In order to give consent the patient would need to know any
side-effects, thus may be able to guess which treatment they have been given. The practical problems with
blinding occur when the treatment options are vastly different, for example a surgeon must know which oper-
ation he or she is performing. Patients may also need to change their behaviour according to which group they
have been randomized to. An example of this is the randomized controlled trial to decide if a proper warm-up
reduces sports injuries; subjects were randomized to either perform a specially devised warm-up routine or not.

A major limitation of many randomized controlled trials is getting a large enough initial sample size. Many
fail to account for patients’ predictable lack of compliance with their allocated treatments, and also for
dropout rates due to mortality, co-morbidity and thus conflicting treatments, or even simply being lost to the
trial due to relocation. As losses directly affect the size of the achievable treatment difference, they also affect
the required sample size in a non-linear fashion.

Answers
7. T F T
8. F F T
9. By incorporating features to reduce bias and confounding as well as choosing a sample size sufficient to detect clinically significant
differences
10. A D F E C B
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MHRA, Medicines and Healthcare products Regulatory Agency; SSRI, selective serotonin reuptake inhibitor

META-ANALYSISSECTION 7

Gunnell D, Saperia J and Ashby D. Selective serotonin reuptake inhibitors (SSRIs) and suicide in adults:
meta-analysis of drug company data from placebo controlled, randomised controlled trials submitted to
the MHRA’s safety review. BMJ 2005;330:385 (extracts reproduced with permission from the BMJ
Publishing Group).

‘Objective: To investigate whether selective serotonin reuptake inhibitor (SSRI) antidepressants
are associated with an increased risk of suicide-related outcomes in adults.

‘Design: Meta-analysis of randomized controlled trials of SSRIs compared with placebo in
adults submitted by pharmaceutical companies to the safety review of the Medicines and
Healthcare products Regulatory Agency (MHRA).

‘Participants: Over 40 000 individuals participating in 477 randomised controlled trials.

‘Main outcome measures: Suicide, non-fatal self-harm, and suicidal thoughts.’

1. What research question is being asked by this study?

2. What is involved in doing a meta-analysis?

3. True of false? The main features that distinguish a good meta-analysis from a poor one
are:

a. Only the highest-quality studies are included
b. All studies carry equal weight in the analysis
c. Studies are widely diverse in their design and patient population in order to embrace a

variety of different research approaches
d. Unpublished data are identified and included in the analysis

4. Which of the following would you consider strengths or limitations of the study above?

Options

A. Strengths
B. Limitations

1. Published and unpublished trials were included
2. It makes an important clinical distinction between the three outcomes of suicide, non-

fatal self-harm and suicidal thoughts
3. Data were pooled across different SSRIs, assuming that they have similar effects
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EXPLANATION: META-ANALYSIS

Meta-analysis provides a systematic overview by drawing together quantitative primary research that has
examined a particular question. Ideally using data on individuals included in each study, meta-analysis statis-
tically combines numerical results of comparable studies or trials. By increasing the numbers of observations
and the statistical power, meta-analysis aims to improve the estimates of the size of an effect or intervention or
the strength of an association. The formal process of combining results from all relevant studies looking at the
same health question to arrive at a final conclusion is essential for the practice of evidence-based medicine:
‘the conscientious, explicit, and judicious use of current best evidence in making decisions about the care of
individual patients’1.

The study on page 52 is asking if treatment with SSRIs increases an individual’s risk of suicide, self-harm or
suicidal thoughts (1). Meta-analysis requires (2,3):
• Similar patient populations used in every study
• The use of comparable studies with quantitative results obtained in similar ways
• All relevant studies, published and unpublished, must be included and not just well-known ones. The

problem is that work may have been done in an area, but if no significance was found it might not have
been published. In theory this work should be included

• Inclusion and exclusion criteria must be defined before starting the study. The correct balance should be
found, as being too restrictive limits the ability to generalize when drawing conclusions, however being too
inclusive weakens the confidence that can be placed in the findings

• Larger studies should carry more ‘weight’ than smaller studies when combining results. A simple approach
to weighting is by sample size, as a study based on 100 subjects is assumed to produce a more ‘precise’ esti-
mate of the population parameter than a study based on 10 subjects. However, a more accurate approach is
to weight each study by its ‘inverse variance.’ A study with a small variance is more precise. Therefore, the
inverse variance (1/variance) would provide a greater weighting for that study.

It is rare for all these conditions to be met, therefore meta-analysis remains a controversial statistical method
for reviewing the literature. For example, in the study on page 52:
• A systematic review of the literature was not carried out, as only the MHRA report was used, therefore some

relevant trials may have been excluded
• Publication bias: the trials included were done by drug companies which may have had a vested interest in

publishing a particular result. Independent research may show the drugs in a less favourable light
• Most of the component studies were short-term randomized controlled trials, therefore the meta-analysis

cannot comment on the longer-term effects of SSRIs.

1 Sackett DL, Rosenberg WMC, Gray JAM, Haynes, RB and Richardson WS. Evidence based medicine: what it is and what it isn’t. BMJ
1996;312:71–72.

Answers
1. See explanation
2. See explanation
3. F F F T
4. 1 – A, 2 – A, 3 – B
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Gunnell D, Saperia J and Ashby D. Selective serotonin reuptake inhibitors (SSRIs) and suicide in adults:
meta-analysis of drug company data from placebo controlled, randomised controlled trials submitted to
the MHRA’s safety review. BMJ 2005;330:385 (summary of results reproduced with permission from the
BMJ Publishing Group).

Results of example study: Forest plots of suicide, non-fatal self-harm and suicidal thoughts in
placebo controlled trials of SSRIs can be found on page 58.

The results were:
• An estimated 16 suicides, 172 episodes of non-fatal self-harm, and 177 episodes of suicidal

thoughts were reported
• There was no evidence that SSRIs increased the risk of suicide, but important protective or

hazardous effects cannot be excluded (odds ratio = 0.85, 95 per cent credible interval =
0.20 to 3.40) 

• There was weak evidence of an increased risk of self-harm (odds ratio = 1.57, 95 per cent
credible interval = 0.99 to 2.55)

• Risk estimates for suicidal thoughts were compatible with a modest protective or adverse
effect (odds ratio = 0.77, 95 per cent credible interval = 0.37 to 1.55)

• The relative frequency of reported self-harm and suicidal thoughts in the trials compared with
suicide indicates non-fatal end-points were under-recorded.

5. What do the forest plots indicate about the estimated risk with different SSRIs of

a. Suicide?
b. Self-harm?
c. Suicidal thoughts?

6. Would these results lead you to change your clinical practice?

7. What, if anything, would you tell patients who are starting SSRIs, having seen this
evidence?

OR, odds ratio; SSRI, selective serotonin reuptake inhibitor; CI, confidence interval
NB: credible interval is the Bayesian equivalent of confidence intervals, as the Bayesian random effects model was used to synthesize data
across all the different SSRIs
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EXPLANATION: META-ANALYSIS (ii)

To perform an effective meta-analysis:
• Evaluate the results from individual studies. Ideally look at the raw data but if this is not available for

each study, results can be assessed using published results
• Estimate the degree of variability in the results between studies. This variability is known as the ‘statis-

tical heterogeneity’
• Obtain a numerical estimate for the average effect by combining results from all the studies. When

comparing studies the ‘size of the effect’ should be comparable, and will often be expressed as an odds ratio,
a relative risk or a standardized mean difference

• Determine the strength and significance of the overall effect by obtaining a 95 per cent or 99 per cent
confidence interval and performing a hypothesis test

• Present the findings. This is commonly done using a graphical display known as a forest plot. This shows
the estimated effect size, such as relative risk or risk ratio, obtained from each contributing study. Each rel-
ative risk estimate is plotted using a square shape, where the size of the square is proportional to the size of
the study. In general, the larger the study, the larger the square used to represent the estimate from that
study. Confidence intervals for each estimate are also plotted, as shown in the figure below. Forest plots also
show the overall estimate obtained from analyses of results from all studies combined. This overall estimate
is indicated by a diamond shape near the bottom of the graph. Here the length of the diamond indicates
the width of the confidence interval for the overall estimate.

The forest plot allows readers to find quickly the answer to the fol-
lowing questions:
• Is the effect from each study on the same side of the vertical line?
• How precise are the results from each study, i.e. the width of

each confidence interval?
• Are the results from the different studies compatible, i.e. do the

confidence intervals overlap?
• Is the effect significant? Do confidence intervals cross the verti-

cal line?

Whether or not these results would lead to a change in a doctor’s
clinical practice is a subjective matter (6). Quoting from the con-
clusion of the study (page 54):

‘Increased risks of suicide and self harm caused by SSRIs cannot be ruled out, but larger trials with longer
follow up are required to assess the balance of risks and benefits fully. Any such risks should be balanced
against the effectiveness of SSRIs in treating depression.’

Since there is no definite evidence either way to say that SSRIs increase the risks of suicide, the study recommends:
‘When prescribing SSRIs, clinicians should warn patients of the possible risk of suicidal behaviour and
monitor patients closely in the early stages of treatment.’ (7).

Answers
5. a – No increased risk of suicide (OR = 0.85, CI includes the value of 1), b – A slight increase in the risk of self-harm (OR = 1.57, CI > 1),
c – No increased risk of suicidal thoughts (OR = 0.77, CI includes the value of 1)
6. See explanation
7. See explanation
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Graph reproduced wth kind permission from Everitt
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2005



 

ONE STOP DOC56

8. Which of the following are advantages of meta-analysis?

a. Less power c. Generation of new data
b. Smaller sample size needed d. More precise

9. Which of the following are possible disadvantages of meta-analysis?

a. Dependence on publication d. Risk of excluding unpublished data
b. Costly e. Incompatibility between component study 
c. Loss to follow-up designs

10. Match up the advantages to the study designs from the options given

Options

A. Ecological study C. Case–control study E. Randomized controlled trial
B. Cross-sectional study D. Cohort study F. Meta-analysis

1. Can compare widely differing populations
2. Can provide an estimate of relative risk
3. Can summarize results of all the studies asking a similar question
4. Can demonstrate a temporal relationship between exposure to a risk factor and

development of disease
5. Can directly measure the effects of an intervention
6. Can estimate prevalence

11. Match up the following diasdvantages to the study designs from the options given

Options

A. Ecological study C. Case–control study E. Randomized controlled trial
B. Cross-sectional study D. Cohort study F. Meta-analysis

1. Risk of loss to follow-up
2. Cannot make inferences about individual-level risks
3. Cannot estimate incidence
4. Cannot prove the existence of a temporal relationship between risk factor and effect
5. May mask heterogeneity between individual studies and thus produce an invalid

conclusion
6. Expensive and time consuming
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EXPLANATION: ADVANTAGES AND DISADVANTAGES OF META-ANALYSIS

Advantages of meta-analysis are:
• Condenses large amounts of information into managable portions
• Greater power and precision to detect an effect than the individual component studies, due to its larger

sample size
• Faster and cheaper than performing a whole new study
• Avoids unnecessary repetition of previous studies
• Can be used to generalize results to a wider population
• Can be used to assess consistency between studies
• Permits assessment of the quality of existing evidence and identifies outstanding research questions to be

addressed
• May help to resolve conflicts or uncertainties in original trials
• May be the study of choice if it is not practical or ethical to conduct a definitive trial.

Disadvantages of meta-analysis are:
• Publication bias: some data may not have been published if the results were insignificant. A full meta-

analysis should identify unpublished as well as published studies to provide a non-biased review
• Inconsistency between studies in characteristics such as patient population, methodology, outcome meas-

ures and follow-up procedure may mean that the results of the different studies cannot be compared directly
• Studies may differ in the quality of their design. Although this should be accounted for by weighting, the

weighting value may be subjective and arbitrary
• Dependence: the results of one study may be published more than once, and therefore the data from dif-

ferent studies in the meta-analysis may not be entirely independent
• Important qualitative information may be obscured by ‘averaging’ simple numerical representations

across studies. This is especially the case if there are two outcomes or a bimodal population.

Answers
8. F F F T
9. T F F T T
10. 1 – A, 2 – C, 3 – F, 4 – D, 5 – E, 6 – B
11. 1 – D, 2 – A, 3 – B, 4 – C, 5 – F, 6 – E
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Gunnell D, Saperia J and Ashby D. Selective serotonin reuptake inhibitors (SSRIs) and suicide in adults:
meta-analysis of drug company data from placebo controlled, randomised controlled trials submitted to
the MHRA’s safety review. BMJ 2005;330:385 (graphs reproduced with permission from the BMJ
Publishing Group).

Forest plots of suicide, non-fatal self-harm and suicidal thoughts in placebo controlled trials of
SSRIs.

SSRI, selective serotonin reuptake inhibitor
In contrast with page 54, these plots show odds ratios with 95% confidence intervals (95% CI) calculated using a classical approach

(a) Meta-analysis of suicide data1

(b) Meta-analysis of non-fatal self-harm data (excluding and including paroxetine) 

1With continuity correction of 0.5
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CLINICAL EPIDEMIOLOGYSECTION 8

1. What is the purpose of a screening programme?

2. Match the target population to the appropriate screening test from the options given

Options

A. Genetic test for CFTR mutation
B. Mammography every 3 years
C. Guthrie test
D. Genetic test for sickle mutation
E. Smear test every 3 years

1. All women in UK aged 25–60 years
2. Southern Mediterranean/African–Caribbean descent
3. Family history of cystic fibrosis
4. All women in UK aged 50–64 years
5. Neonates

3. Regarding the Guthrie test

a. What does it involve?
b. When is it carried out?
c. What does it test for?

4. Which potential new screening programmes are currently under evaluation and which
tests could be used for each of them?

5. What epidemiological study designs can be used to evaluate a screening programme?

CFTR, cystic fibrosis transmembrane conductance regulator
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EXPLANATION: PRINCIPLES OF SCREENING

A definition of screening from Wald and Cuckle, 19891 is:
‘The identification, among apparently healthy individuals, of those who are sufficiently at risk of a specific
disorder to justify a subsequent diagnostic test or procedure, or in certain circumstances, direct preventa-
tive action.’

Screening is not a diagnosis in itself. Its aim is to identify individuals who are at risk of disease at a pre-symp-
tomatic stage (1). These individuals should then should undergo further investigation so that if early-stage
disease is present, it can be diagnosed and treated early to improve prognosis. Screening is an example of a
primary prevention strategy.

Examples of UK screening programmes are given in the following table.

Level Whom for Condition detected Test

National Newborn Phenylketonuria Guthrie test: heel prick
Congenital at 5–10 days (3)

hypothyroidism

Women aged 50–64 Early breast cancer Mammography every 3 
years years

Women aged 25–60 Cervical intraepithelial Cervical smear test
years neoplasia every 3 years

Women aged 61–65 Cervical intraepithelial Cervical smear test
years neoplasia every 5 years

Targeted ‘at risk’ groups Antenatal (ethnic origin/ Sickle cell disease
positive family history) Cystic fibrosis

Duchenne muscular Genetic tests
dystrophy

Local Rubber/dye industry Bladder cancer Cystoscopy
workers

Coming soon Newborn Congenital deafness Otoacoustic emissions
Antenatal Congenital hepatitis B Fetal blood sampling

Under evaluation (4) Colorectal cancer Colonoscopy
Ovarian cancer CA125
Down’s syndrome Triple test
Prostate cancer Prostate-specific antigen
Abdominal aortic Ultrasound scan

aneurysm

1Wald N and Cuckle H. Reporting the assessment of screening and diagnostic tests. British Journal of Obstetrics and Gynaecology
1989;96(4):389–396.

Answers
1. See explanation
2. 1 – E, 2 – D, 3 – A, 4 – B, 5 – C
3. See explanation
4. See explanation
5. All study designs: randomized controlled trials are gold standard but cross-sectional, case–control and cohort studies are also used

⎫
⎬
⎭
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6. These criteria that must be fulfilled for a screening programme to be
introduced. True or false?

a. The screening test must be a diagnostic investigation
b. The test must have a high specificity, even at the expense of sensitivity
c. It must be the first primary prevention strategy to be implemented for that condition
d. There must be a known disease marker or early symptomatic stage
e. The programme should fulfill a demand for more evidence on the efficacy of existing

treatments

7. Make a list of the pros and cons of screening programmes

8. What ethical issues surround the implementation of a new screening programme?

9. What would be the pitfalls of a screening programme for prostate cancer?

10. What would be the issues surrounding a screening programme for Down’s syndrome?

PSA, prostate-specific antigen
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EXPLANATION: IMPLEMENTATION OF SCREENING PROGRAMMES

National Screening Committee criteria are as follows:

The condition:
• Should be an important health problem
• Should have well-understood epidemiology and natural history
• Should have a detectable risk factor, disease marker or early symptomatic period
• Other alternative primary prevention methods should have already been implemented.

The test:
• Should be safe, simple, precise and validated
• Should have high sensitivity and specificity, i.e. low false-positive and false-negative rates
• The distribution of test values in the population should be known and suitable cut-off values defined
• It should be acceptable to the population
• There should be an agreed policy on further diagnostic investigation of individuals with a positive result.

The treatment:
• An effective treatment should be available (with outcomes better than if not treated).

The programme:
• There should be evidence that the screening programme reduces morbidity and mortality
• It should be acceptable to health professionals and the general population
• The benefit should outweigh physical and psychological harm caused by the screening programme
• It should be cost-effective with adequate staffing and facilities to carry out the programme.

The pros and cons of screening programmes are shown in the table below (7).

Pros Cons

Early detection of disease: better prognosis Longer morbidity time: earlier diagnosis, unaltered
prognosis

Cost-effective: primary prevention cheaper than Expensive and time consuming to run
expensive treatment

Less radical treatment may be required Risks associated with screening test itself

Method of ensuring contact with health services Anxiety and distress caused by false positives

Reassurance of normality Some cases may be missed: false negatives, not all
the ‘at-risk’ population included in programme

Incidental findings that might otherwise cause no harm
need investigating and cause distress

Answers
6. F F F T F
7. See explanation
8. Ownership of information, antenatal screening, consent, medicalization of healthindividuals
9. Prostate-specific antigen (PSA) is not specific, treatment may not alter prognosis, there are insufficient resources
10. Maternal age to start of screening, risk of invasive diagnostic tests for a positive screening result, selective termination, parental anxiety
and distress, test not 100 per cent specific or sensitive
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Use the following example to answer the questions on sensitivity and specificity.

Im Y-J, Kim J-W, Hong S-J and Chung B-H. Proper cut-off value of free to total PSA ratio for detection of
prostate cancer in Korean men. Yonsei Medical Journal 2004;45(5):873–878 (extracts reproduced with
permission from the Yonsei Medical Journal).

‘To assess whether the free-to-total prostate specific antigen (PSA) ratio (F/T PSA ratio) would
enhance prostate cancer detection, 240 Korean men, whose serum PSA levels were between
4 and 20 ng/ml, were enrolled in a two-year study. All patients underwent ultrasound-guided
transrectal biopsies of the prostate gland. The F/T PSA ratio was measured using the Roche
immunoassay. Overall, when the cut-off value of the F/T PSA ratio was 0.10, the sensitivity and
specificity were 75.0 per cent and 76.5 per cent, while for the cut-off value of 0.15 they were
83.3 per cent and 39.7 per cent respectively.

‘Results: Of the 240 patients, 202 (84 per cent) had benign histology, while 38 (16 per cent)
had prostate cancer. The two patient groups were well matched for age. The mean F/T PSA
ratio showed a statistically significant difference between the two groups.

‘Conclusion: Our data demonstrated the usefulness of the free to total PSA ratio in
distinguishing benign prostate disease and cancer disease, hence eliminating unnecessary
biopsies.’

11. What is sensitivity?

12. What is specificity?

FN, false negative; FP, false positive; PSA, prostate-specific antigen; F/T PSA, free-to-total prostate-specific antigen; TN, true negative; TP,
true positive
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EXPLANATION: SENSITIVITY AND SPECIFICITY (i)

Sensitivity and specificity are measures of the reliability of clinical tests to detect correctly disease status. The
closer the sensitivity and specificity are to 100 per cent, the more reliable the test. Sensitivity and specificity
are important as they give both doctors and patients an idea of how much faith to put in test results and how
much they should use them to guide their clinical decisions.

In an ideal world, we would like our tests for disease to be 100 per cent sensitive and 100 per cent specific but
in reality there is usually a trade-off whereby sensitivity may be increased at the expense of specificity or vice
versa. This is often achieved through altering the cut-off value for a test result at which we believe that an
individual has a high chance of having the disease. This is illustrated in the figure below.

Sensitivity, specificity and predictive values can be calculated most easily by representing the different types of
test results (true positive, false positive, true negative, false negative) in a table, as shown below.

Test result Disease present Disease not present Total

Positive True positive (TP) False positive (FP) TP + FP
Negative False negative (FN) True negative (TN) FN + TN
Total TP + FN FP + TN TP + FP + TN + FN

Sensitivity = TP/(TP + FN) (11). This is the probability of correctly detecting the presence of disease or the
proportion of true positives in the diseased population. A very sensitive test has few false negatives. High sen-
sitivity is desirable for serious, treatable conditions where false negatives could lead to preventable deaths or
serious morbidity. It might help to remember this by using the word ‘SNOUT’ (high SeNsitivity rules OUT).

Specificity = TN/(TN + FP) (12). This is the probability of correctly concluding that an individual is not
affected or the proportion of true negatives in the healthy population. A very specific test has very few false
positives. This is desirable for serious but non-treatable conditions, or for when the diagnostic test is risky or
expensive and it would be harmful psychologically or physically for the patient to receive a false-positive result.
This can be remembered using the word ‘SPIN’ (high SPecificity rules IN)

Answers
11. See explanation
12. See explanation
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FN, false negative; FP, false positive; NPV, negative predictive value; PPV, positive predictive value; PSA, prostate-specific antigen; F/T PSA,
free-to-total prostate-specific antigen; TN, true negative; TP, true positive

13. From the example on page 64 why did sensitivity increase and specificity and decrease
when the cut-off value was raised to 0.15?

14. In detecting prostate cancer is it more important to have a highly sensitive test or a
highly specific test?

15. What are the ethical issues surrounding having a high false-negative rate?

16. What are the problems with having a high-false positive rate?

17. Are the following true or false?

a. A specific test brings about few false positives
b. High specificity is important when it would be dangerous to have a false-negative result
c. Specificity is not usually affected by the prevalence of the disease but may affect the

detection rate
d. Specificity is the proportion of those who are truly non-diseased to those who are

identified as so by the screening test
e. A sensitive test is a measure of the probability of incorrectly diagnosing a case
f. Sensitivity is the true positive rate
g. A highly sensitive test is best used when false-positive errors are undesirable due to

expensive or invasive further investigations
h. A study that uses a sensitive test is less likely to make a type 1 error

18. What are the problems associated with comparing the sensitivity and specificity of a
new test relative to the existing ‘gold standard’?

19. Regarding the predictive value

a. What is the positive predictive value?
b. What is the negative predictive value?
c. What information is used to calculate these?
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EXPLANATION: SENSITIVITY AND SPECIFICITY (ii)

‘Overall, when the cut-off value of the F/T PSA ratio was 0.10, the sensitivity and specificity were 75.0 per
cent and 76.5 per cent, while for the cut-off value of 0.15 they were 83.3 per cent and 39.7 per cent
respectively.’

When the cut-off value was raised in the study example, sensitivity was increased as more true positives were
picked up. Specificity decreased as there were more false positives (13). False positives can occur if free PSA
increases transiently in proportion to total PSA, for example during a urinary tract infection.

In the care of prostate cancer, a highly sensitive test would be better than a highly specific test as it is impor-
tant to pick up disease that might be life threatening (14). A high false-negative rate would lead to under-
diagnosis and a delay in treatment. In these people a screening test with a false-negative result may be more
dangerous than not being screened at all (15). The problem with a high false-positive rate is that people
without the disease will undergo unnecessary anxiety, tests, treatments or even procedures (16).

Sensitivity and specificity of a test can only be calculated if the true diagnosis can also be known. Often the
closest we can get to a true diagnosis is the best available diagnostic test or current ‘gold standard’ used for
detecting the disease. Care must be taken when calculating sensitivity and specificity of new tests by compar-
ing them to ‘gold standards’ which in themselves are not 100 per cent accurate (18). In the example given,
the ‘gold standard’ used was a transrectal ultrasound biopsy of the prostate. This test is highly specific but not
quite as sensitive, as cancer cells can be missed when samples are taken, leading to false-negative results.

Positive predictive value (PPV) = TP/(TP + FP) (19a,c). This is the probability of a person with a positive
result actually having the disease. PPV is related to sensitivity in that the more sensitive the test, the greater
the predictive value of a positive test result. For a very sensitive test, a negative result effectively rules out the
presence of a disease. (SNOUT, see page 65)

Negative predictive value (NPV) = TN/(TN + FN) (19b,c). This is the probability of a person with a neg-
ative result being disease-free. NPV is related to specificity in that the more specific the test, the greater the
predictive value of a negative test result. For a very specific test, a positive result effectively confirms the pres-
ence of disease. (SPIN, see page 65)

Predictive values are affected by the prevalence of disease. High prevalence results in high PPV or low NPV.
This is because if a disease has high prevalence the number of true positives will be much greater than the
number of false positives, creating a larger numerator when calculating the PPV. The converse is true for low
prevalence where the number of false positives is greater relative to the number of true positives.

Answers
13. See explanation 17. T F T T F T F F
14. See explanation 18. See explanation
15. See explanation 19. See explanation
16. See explanation
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Im Y-J, Kim J-W, Hong S-J and Chung B-H. Proper cut-off value of free to total PSA ratio for detection of
prostate cancer in Korean men. Yonsei Medical Journal 2004;45(5):873–878 (extract reproduced with
permission from Yonsei Medical Journal).

‘Korean men whose serum total PSA levels were between 4 and 20 ng/ml were enrolled in a
two-year study, [the known background prevalence of prostate cancer in men with PSA levels
between 4 and 20 ng/ml is 15 per cent]. Of the 240 patients, 202 (84 per cent) had benign
histologies, while 38 (16 per cent) had prostate cancer. The two patient groups were well
matched for age. The mean F/T PSA ratio showed a statistically significant difference between
the two groups. Overall, when the cut-off value of the F/T PSA ratio was 0.10, the sensitivity
and specificity were 75.0 per cent and 76.5 per cent, while for the cut-off value of 0.15 they
were 83.3 per cent and 39.7 per cent respectively.’

20. Regarding prostate cancer in this group of men what is

a. the pre-test or prior probability?
b. the post-test or posterior probability?

Look at the following Bayesian graphs of post-test probability as a function of test result and
pre-test probability.
The middle (solid) line
shows that if there are no
test results or if the test
is completely irrelevant
(e.g. the results in the
diseased population are
equal to the background
population) there is no
difference in pre- and
post-test probability. The
top (dashed) line shows how the post-test probability of disease is increased given a positive
test result. The bottom (dotted) line shows how the post-test probability of disease is
decreased given a negative test result.

21. With regard to the graphs above one shows how the results would alter pre- and post-
test probabilities when the cut-off value of the free-to-total prostate-specific antigen
(F/T PSA) ratio was 0.10 and the other when the cut-off value was 0.15. 

a. Use the sensitivity and specificity values obtained in the study to work out which graph
is which

b. Which cut-off ratio increases the positive post-test probability the most?

PSA, prostate-specific antigen; F/T PSA, free-to-total prostate-specific antigen
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c. Which cut-off ratio of the two would be best if the F/T PSA ratio is used as a new
screening test?

EXPLANATION: LIKELIHOOD RATIOS AND BAYES’ THEOREM

Likelihood ratio (LR) for a positive result = sensitivity/(1 – specificity)

This is the ratio of the probability of a positive result if a patient has the disease to the probability of a posi-
tive result if the patient does not have the disease. It is helpful in making clinical decisions and is applied in
Bayes’ theorem as it tells us how much more likely a person is to have a disease if they have a positive test. 

Bayes’ theorem can be described as follows:

When a patient first walks through the door of a doctor’s clinic and the symptoms are unknown, the risk of
them having a certain disease is referred to as the ‘prior probability’. If nothing else is known about the
patient, the prior probability is equal to the prevalence of that disease in the general population. Once the
patient’s symptoms, signs or test results are known, their risk of having the disease is referred to as the ‘poste-
rior probability’. This represents the probability that the patient has the disease, given a positive clinical
finding or test result. In this sense it is similar to the positive predictive value, but it has the added advantage
of taking into account the prior probability that an individual has the disease. The posterior probability is
affected by the sensitivity and the specificity of the symptom, sign or test result for that disease.

One example might be the occurrence of anaemia in the population of patients presenting to their doctor.
Using the hypothetical population prevalence of 5 per cent, anyone walking through the door may have a
5 per cent chance of a haemoglobin level below the normal range. However when the patient starts giving a
history of symptoms such as tiredness or breathlessness, or on examination the patient is found to have pale
conjunctiva, their likelihood of having anaemia increases. Then, if the doctor does a blood test and the full
blood count shows that the patient’s haemoglobin level is below the normal range, the posterior probability
that the patient is anaemic becomes even greater.

Bayes’ theorem can be expressed using the likelihood ratio to give an idea of the ‘odds’ of disease. The odds of
a disease after learning about a symptom or test result, are equal to the odds of the disease before the test, mul-
tiplied by the likelihood ratio.

Posterior odds of disease = prior odds × likelihood ratio of a positive test result

Prior odds = prior probability/(1 – prior probability)

Posterior probability = posterior odds/(1 + posterior odds)

Answers
20. a – 15 per cent, b – 16 per cent
21. a – Graph A has a cut-off value of 0.1 and graph B has a cut-off value of 0.15. The cut-off of 0.15 has low specificity and graph B
reflects this as the post-test probability for a positive result (dashed) is low (i.e. close to the solid line), b – 0.1, c – 0.1
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GP, general practitioner

DESCRIBING DATASECTION 9

1. How would you display the following sets of data, choose from the options given

Options

A. Scatter plot B. Pie chart C. Histogram

1. The relationship between proximity to site of explosion and levels of contaminant in urine
2. The distribution of mean red blood cell volume
3. Causes of the wrong blood being transfused in patients in a UK hospital
4. The relationship between blood creatinine and urea levels in a series of patients
5. Causes of stroke by subtype
6. The distribution of weights of all the staff in a GP practice

2. Match the following distributions of data to how they should be represented graphically

Options

A. J-shaped B. Skewed to C. Skewed to D. Bimodal E. Normal
right (positive) left (negative)

1. The heights of men and women in a small village
2. The rate of growth of a child
3. The incidence of heart disease to units of red wine consumption
4. Period of gestation
5. The blood pressures recorded over a year by a GP

3. Consider skewed distributions

a. When the mean is greater than the median the skew is positive
b. When the skew is positive the mean is less than the mode
c. If the skew is negative the mean is greater than the median
d. If the skew is negative the mode is greater than the median
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EXPLANATION: DISPLAYING DATA

Histograms, scatter plots and pie charts: usually one or
more of these methods would be appropriate for displaying
information. The one that is chosen should produce the clear-
est overview, so that the data can be communicated ‘at a
glance’, however it is often just a matter of the preference of
the author. As a general rule:
• Pie charts are useful for emphasizing how each category

compares with the sample as a whole, and can be used for a
single series of numbers shown as percentages of the total,
the figure opposite shows causes of stroke by subtype

• Histograms are good for showing the shape and distribu-
tion, as the area under each histogram block is proportional
to the number of subjects in that particular group, the figure
opposite shows the weights of all staff in a GP practice

• Scatter plots can show the association between quantitative
variables. If one variable, a, is dependent on the other, b,
then it is usual to plot a on the y axis and b on the x axis.
The figure opposite of blood urea and creatinine levels in a
series of patients suggests that there is a positive association
between these two measurements.

If the majority of results are closer to the top of the range but
there are a few spread out at the bottom of the range, it results
in a ‘negative skew’. If most of the results are near the bottom
of the range the skew is ‘positive’.

Graphs reproduced with permission from Puri BK, Statistics for the Health Sciences, London: WB Saunders, 1996

When data are skewed positively there are a few large numbers or ‘outliers’ that will affect the calculated
average (mean). The effect on the mean of a positive skew is to increase it, because the very large numbers are
included in the calculation. When ordered according to size, the middle value of the results (median) is less
affected by a skewed distribution. The number that occurs most (mode) is least affected by a skewed
distribution (3).

Answers
1. 1 – A, 2 – C, 3 – B, 4 – A, 5 – B, 6 – C
2. 1 – D, 2 – B, 3 – A, 4 – C, 5 – E
3. T F F T
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4. This is a set of haemoglobin A1c (HbA1c) measurements (in mmol/L) taken at a children’s
diabetic clinic, used to gauge their blood sugar control over the preceding months. The
target HbA1c for this group of children is < 8 mmol/L. The consultant wants to know the
extent to which the levels are reaching their target

5.9 15.1 5.9 7.3 6.5 6.2 6.3 6.7
6.9 10.0 5.9 7.1 8.2 5.5 6.6 6.7

a. What is the mean?
b. What is the median?
c. What is the mode?
d. Which of these results gives the best picture of how blood glucose is being controlled

in this population of children?

5. The consultant now wants to know what insulin injection devices he should order for his
next clinic. He can get individual ones but it would be cheaper to bulk buy the ones he
needs the most so he notes down the doses (units) the children are on

16 22 30 30 34 15 30 56
28 30 26 14 18 20 30 30

a. What is the mean?
b. What is the median?
c. What is the mode?
d. Which would be the most useful value for him to know if the pre-filled disposable

injections are sold at volumes of 30 units or 78 units?

6. Match the following statements to the most appropriate measure of location

Options

A. Mean B. Median C. Mode

1. It takes into account all the data values
2. It is the value that occurs most frequently in a set of data
3. It is used in the calculation of standard deviation
4. There are equal numbers of observations above and below this value
5. It is vulnerable to outliers (values much higher or lower than the average)
6. It is obtained by putting the data in the order from smallest to largest
7. Outliers least affect it
8. It is useful in categorical data to describe the group with the highest frequency

HbA1c, Haemoglobin A1c
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EXPLANATION: CENTRAL LOCATION

In most situations simply listing a series of results does not provide a good quantitative analysis. The ‘central
location’ of the results can be described better by using the mean, median or mode, depending on which is
most suitable.

The mean is the calculated average. In a set of data all the values are used to calculate the mean by adding
them together and then dividing by the number of data values, sometimes referred to as n or the sample size.
The mean is represented as x̄ ; and can be calculated using the formula below.

x̄ = =

In the example given, n represents the 16 children who had a blood test at the clinic that morning and the
sum of the blood result values is 116.8. The mean is therefore 116.8 divided by 16 which is equal to
7.3 mmol/L (4a).

Advantages of the mean include that it takes into account all of the data and is used as the central point
around which the standard deviation is calculated. The main disadvantage is that the mean can be greatly
affected by outliers, especially in a small sample. In the example most children’s HbA1c levels were below the
mean but because one child presented that morning with a figure that was high (15.1 mmol/L) the glucose
control of the rest of the patients would not be well reflected if the mean value was the only one reported.

The median is the measure of the centre of the distribution. To calculate the median the numbers simply need
to be put in order and the middle one is chosen. If the number of data values is even the mean of the two
middle ones is taken. In the example the numbers 6.6 and 6.7 lie either side of the middle of the data sample
so the median is 6.65 mmol/L (4b).

The main advantage of the median is that it is more robust to outliers and in small samples like the HbA1c

measurements it is much more representative of the glucose control in the group. It is also useful in skewed
distributions. However, when the data follow a normal distribution (see page 81) the mean is preferable to the
median as a measure of central location.

The mode is the value that occurs most frequently. It is very rarely used in statistical analysis of epidemiolog-
ical data, however the example given shows a useful practical application. The mode is more useful in grouped
or categorical data such as age ranges, glove sizes or catheter lengths. It is least affected by outliers, but may
not represent values close to the mean or median either.

Σx

n

Sum of individual observations

Total number of observations

Answers
4. a – 7.3 mmol/L, b – 6.65 mmol/L, c – 5.9 mmol/L, d – The median
5. a – 27, b – 30, c – 30, d – The mode
6. 1 – A, 2 – C, 3 – A, 4 – B, 5 – A, 6 – B, 7 – C, 8 – C
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7. Choose the correct words (i–v) and diagrams (A–E) to match the description of the range
of data given (1–5), assuming normal distribution

Options

A. B.

C. D.

E.

1. The values that are 34 per cent either side of the mean, representing 68 per cent of the
sample population

2. The smallest value to the largest value
3. The value at the top of the first quarter to the bottom of the third quarter when the

numbers are put in order from smallest to largest
4. Measures the degree of sampling variability when calculating an estimate of the

population mean
5. The values that are 47.5 per cent either side of the mean, representing 95 per cent of

the sample population

8. What is the difference between standard deviation and standard error?

SD, standard deviation; SE, standard error; df, degrees of freedom

1

2 1

4

1

4

Mean

i. Range
ii. Interquartile range
iii. One standard deviation
iv. Two standard deviations
v. Standard error
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EXPLANATION: SPREAD

The range is the whole dataset from the minimum to the maximum values. It takes into account the outliers
and is usually used when representing quantitative data. Interquartile range is calculated by putting the data
in numerical order and then discarding the lower and upper quarters of the data. The advantage of the
interquartile range is that it shows the range of the middle half of the set of measurements, and thus removes
the risk of misrepresenting the data distribution due to outliers.

For a continuous measure which follows a normal distribution, the spread is best measured using the standard
deviation (SD). This measures the average distance that observations are located from the mean and is derived
from the variance (8). The variance is defined as the sum of the squared differences between the individual
measurements and the true mean, divided by the total population size. By subtracting each data point from
the mean and then squaring it, the distance from the mean is amplified, while the direction – whether it is
smaller or larger than the mean – is removed (squared real numbers are always non-negative). The sample vari-
ance is represented by s2 and is calculated from the data using a similar method as that described above. Instead
of dividing by the total population size, s2 is dividing by the degrees of freedom (df ). Because a sample mean
has to be calculated in order to estimate a variance or standard deviation, the degrees of freedom are obtained
by subtracting 1 from the sample size. The square root of sample variance gives the standard deviation.
The data points are expressed as x and Σ is ‘sum of ’. For further information on notation see the Appendix
(page 120).

s2 =

s2 =

The standard deviation is measured in the same units as the mean (e.g. mmHg for blood pressure). When data
follow a normal distribution, we would expect that approximately 68 per cent of values will lie within one stan-
dard deviation of the mean. Similarly, we would also expect 95 per cent of values will lie within two standard
deviations of the mean. To be more exact, 95 per cent of data from a normal distribution lie within plus or
minus 1.96 standard deviations of the mean, rather than 2. This is often called the ‘normal range’. Standard
error (SE) does not measure the degree of spread of a distribution but rather the range of error associated with
the estimate that is used to describe the data (e.g. standard error of the sample mean) (8). See page 87 for an
explanation of standard error. It is included here as it is often mixed up with standard deviation, especially
when given in relation to the mean when reporting data in a study.

Σ(x – x̄ )2

n – 1

Sum of all squared differences from the mean

Sample size – 1

Answers
7. 1 – Diii, 2 – Ei, 3 – Aii, 4 – Cv, 5 – Biv
8. See explanation
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9. For each data group, assign the distribution that best describes the population/
measurements

Options

A. Normal B. Binomial C. Poisson

1. The weights of all the women in a village
2. The probability of a child in a class having asthma
3. The probability of a child in the school dying from asthma next Tuesday
4. The number of babies born on a particular day who are girls
5. The number of babies conceived this week by all men who had a vasectomy last year
6. Haemoglobin levels in full blood counts of blood donors

10. Using the binomial distribution answer the following questions

In a theoretical situation there are n patients where n is the number of people presenting to the
emergency department with right iliac fossa pain (who haven’t had a previous appendicectomy)
in one week. Each patient has two possible outcomes, appendicectomy or no appendicectomy in
the 24 hours after admission. Patients are independent, so the outcome for one patient has no
effect on the outcome for another. The probability of having an appendicectomy when presenting
with right iliac fossa pain is constant from one patient to another and is 20 per cent or 0.2.

a. In the first week n = 10, what is the most likely number that have an appendicectomy?
b. What is the probability that five people had an appendicectomy in that week?
c. What is the probability that eight people had an appendicectomy that week?
d. The following week n = 20, what is the probability that 10 had an appendicectomy?
e. What is the probability that eight of those had an appendicectomy?

The hospital changed its policy and the decision was to give antibiotics and delay
appendicectomy in non-urgent cases. The probability of having an appendicectomy was then
10 per cent or 0.1. What is the probability that half of the patients had an appendicectomy

f. If n = 10? g. If n = 20?

11. Regarding the Poisson distribution

a. It tends towards the binomial if the probability of an outcome is very large
b. It is most useful for diseases or outcomes that occur commonly
c. It is often used in the study of rare events
d. It is used to describe discrete quantitative data.
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EXPLANATION: DISTRIBUTION

Most data on human health and disease are distributed in what is known as the normal (or Gaussian) dis-
tribution. In a large population the data will appear as the classic ‘bell-shaped’ curve with a symmetrical dis-
tribution, with the majority of values clustered around the mean. Most statistical descriptions of data rely on
the assumption that the measurements in the sample conform to the normal distribution. When the numbers
are large binomial and Poisson distributions can tend towards the normal distribution.

The binomial distribution is a discrete probability distribution and is useful in describing distribution of data
where there are two outcomes, such as disease or no disease, death or survival.

The binomial probability for obtaining r successes in N trials is shown below, where P(r) is the probability
of exactly r successes, N is the number of events, π is the probability of success on any one trial and ! is factorial1.

P(r) = πr (1 – π)n – r

This formula assumes that the events are dichotomous (fall into only two categories), randomly selected, inde-
pendent of one another and mutually exclusive (you cannot die and survive!). These outcomes are coded as 1
and 0, respectively. In the following graph the example from question 10 has been used where the probability
of appendicectomy was 0.2 and the number of patients 10. For example, the probability of only one of them
having an appendectomy equals 

0.21 (1 – 0.2)10 – 1 = 10 × 0.2 × (0.8)9 = 2 × (0.134) = 0.268

The more patients that present to hospital, the more this distribution tends towards the normal and the less
likely it becomes that half of the patients need an appendicectomy.

1Factorial is the product of all the positive integers less than or equal to n. For example if n = 4,  4! = 4 × 3 × 2 × 1, or 24. When N = 0, 0! = 1.

10!

1!(10 – 1)!

N !

r !(N – r )!

Answers
9. 1 – A, 2 – B, 3 – C, 4 – B, 5 – C, 6 – A
10. a – 2, b – 0.026, c – 0.0001, d – 0.002, e – 0.022, f – 0.0015, g – < 0.0001
11. F F T T
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Continued on page 82
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EXPLANATION: DISTRIBUTION Cont’d from page 81

The Poisson distribution is useful when the probability of the outcome is very low and/or the population is
relatively small. Take the example of men who have had a vasectomy. If 20 000 men have had a vasectomy in
the last year, which has a 1 in 2000 failure rate per year, then it is expected that from this population roughly
ten babies will be concieved this year. The number of conceptions in any one week is an integer and is there-
fore usually 0, but in practice may be as many as 3. The mean number of conceptions in a 52-week year is cal-
culated as the sum of the number of weeks multiplied by the number of babies conceived that week, divided
by the total number of weeks. For example:

= = = 0.23 conceptions per week

Suppose that before the numbers were counted for the year it was estimated that there was a conception by a
man who had had a vasectomy in the previous year roughly once every five weeks. This would estimate the
probability of one in a week as 0.2.

Using the formula for the Poisson distribution where μ is the population rate, x is the number of conceptions
per week and ! is factorial, a comparison can be made between what was expected and what was observed:

P(x) =

P(0) = 0.20 × e –0.2 ÷ 0! = 0.8187

P(1) = 0.21 × e –0.2 ÷ 1! = 0.1638

P(2) = 0.22 × e –0.2 ÷ 2! = 0.0164

P(3) = 0.23 × e –0.2 ÷ 3! = 0.0010

P(4) = 0.24 × e –0.2 ÷ 4! = 0.0001

The figure top right shows the Poisson distribution of numbers
of conceptions per week, by all men who have had a vasectomy
in the last year.

Suppose we increase the population to include all women and all
men who have been sterilized, by the method of tubal occlusion
and vasectomy respectively, in the last year. Tubal occlusion has a
failure rate of 1 in 200.

Suppose the estimated risk of conception in any week is now 5 per week. As can be seen by the graph imme-
diately above of the Poisson distribution for μ = 5, the greater the value of μ, the more the distribution tends
to the normal or Gaussian distribution.

μx × e–μ

x !

5 + 4 + 3

52

(44 × 0) + (5 × 1) + (2 × 2) + (1 × 3)

52

e is a mathematical constant and is the base of natural logarithms. The value of e is approximately 2.718 and most calculators have a func-
tion for calculating powers of e. For values of x that are much smaller than 1.0 but negative, e−x is approximately equal to 1 − x. If, as in the
example above, x = −0.2 this approximation is e−0.2 = 1 – 0.2 = 0.8.  Note that this is close to the actual value of 0.8187.
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1. Define accuracy

2. Define precision

3. A blood sample was taken from a patient and four different assays were used to measure
blood glucose. The true value of the blood glucose was known to be 4.5 mmol/L

State whether the accuracy and the precision of each assay is high or low

a. Assay A: 4.6, 4.6, 4.8, 4.5, 4.5, 4.4
b. Assay B: 4.3, 3.5, 5.3, 4.6, 5.5, 3.7
c. Assay C: 3.5, 3.6, 3.3, 3.5, 3.4, 3.5
d. Assay D: 8.5, 6.4, 5.3, 7.6, 4.8, 9.3

4. For the following situations, would it be better to have high accuracy or high precision?

a. A scientific study investigating the effect of electrolyte concentrations on nerve cell
function

b. A blood pH-measuring assay
c. An epidemiological study into the relationship between passive smoking and lung

cancer

5. Of the following examples, choose the one that gives the most precise information and
the one that gives the most accurate information

a. The weight of newborn babies measured on a recently calibrated weighing machine and
recorded to the nearest 0.1 kg

b. The weight of adults in outpatients weighed using a machine calibrated several years
ago but recorded to the nearest gram

c. Temperatures recorded by a thermometer that always measures 0.8 °C above the
patient’s actual temperature
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EXPLANATION: ACCURACY AND PRECISION AND STATISTICAL SAMPLING

Data can be described in terms of:
• Accuracy: how close the measured estimates are to the exact or true value (1). For example, when measur-

ing the prevalence of cancer, different studies may produce different values for prevalence. The most accu-
rate studies are those in which the measured value is as close as possible to the true prevalence of cancer

• Precision: the reproducibility of a set of measurements (2). A precise sample estimate will have a very small
random error of estimation. For example, a machine that measures blood glucose levels in blood samples is
precise if it will consistently give the same measurement of blood glucose from the same individual’s blood
sample. However, this machine may not be accurate if it is calibrated such that it always underestimates the
value of the blood glucose. Thus a precise but inaccurate method of gathering data will produce a system-
atic bias in the results.

A dartboard analogy of accuracy and precision is illustrated below.

Scientific experiments should be highly accurate, in order to obtain true values. Clinical studies often need to
be more precise than accurate, as trends and associations are of interest rather than absolute values. Assays and
analysers should be highly precise but can be calibrated in order to give accurate readings.

Accuracy Precision

Assay A High High
Assay B High Low
Assay C Low High
Assay D Low Low

Statistical data usually represent a sample of a population of interest as it is often impractical or impossible
to study the entire population. Through only studying a part of the population, we introduce a sampling
error. In order to draw valid conclusions it is important to quantify this error. The precision of the sample
estimate can be represented by the standard error or confidence intervals.

Answers
1. See explanation
2. See explanation
3. See explanation
4. a – Accuracy, b – Precision, c – Precision
5. a – Most accurate, b – Most precise

All arrows are
close to the bullseye

High accuracy
High precision

All arrows point
towards the correct

value (bullseye), but
are not very close to it

High accuracy
Low precision

All arrows are pointing
in different directions

Low accuracy
Low precision

All arrows are very
close to the same value,

but it is away from
the bullseye

Low accuracy
High precision

In the case of the blood glucose
assay given in question 3 (page 84),
the answers to the question are
shown in the table opposite (3).
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6. What is the standard error of the following measures?

a. Mean cholesterol levels in 40–50 year olds in a GP practice in northern England where:
• Mean = 5.1 mmol/L • Sample size = 1600
• Standard deviation = 2.3 mmol/L

b. The proportion of women with skin cancer in women in a small town in Australia where:
• Number of cases of women with skin cancer = 30
• Number of women in study sample = 5700

c. Mean blood glucose levels on a ward where:
• Mean = 5.1 mmol/L • Sample size = 16
• Standard deviation = 2.3 mmol/L

d. Mean peak expiratory flow rates on a respiratory ward where:
• Mean = 400 mL/min • Sample size = 16
• Standard deviation = 120 mL/min

7. What does a small standard error tell us about the sample estimate of the mean?

a. That it is highly variable
b. That it is accurate
c. That the population standard deviation may be small
d. That the sample size is probably small
e. That it is imprecise

8. What will tend to make the standard error larger?

a. A small variance
b. A large standard deviation
c. Imprecise data
d. Inaccurate data

9. As the size of a random sample increases

a. The standard deviation decreases
b. The standard error of the mean decreases
c. The mean increases
d. The range may increase
e. The precision of the parameter estimate increases

GP, general practitioner; SD, standard deviation; SEM, standard error of the mean; SE(p), standard error of the proportion
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EXPLANATION: STANDARD ERROR

Example: a study was conducted to investigate the mean systolic blood pressure of a group of hypertensive
patients who were treated with a new antihypertensive drug. The study was repeated several times, taking suc-
cessive samples from the same population treated with the same new drug.

Each sample returned a slightly
different value for the mean sys-
tolic blood pressure: these values
are estimates of the true mean of
the blood pressure in the whole
population and can be displayed as
a histogram, as shown opposite.

If the distribution of blood pres-
sure in the population follows a
normal distribution, the estimates of the means from each sample should also follow a normal distributions
known as the sampling distribution of the mean. If the overall sample size is very large, it will follow a
normal distribution, regardless of the distribution of the original data in the population.

The variability of this distribution is known as the standard error of the mean (SEM). As it is not usually
practical to repeat studies many times to obtain estimates of the mean from a number of different samples, the
SEM can be estimated using the standard deviation (SD).

SEM = SD/√n

where n is the sample size. 

From this calculation it is evident that the standard error becomes smaller when the variability of the data (SD)
remains constant and the sample size increases.

The smaller the standard error, the more precise is the sample estimate. This is in contrast to the SD which rep-
resents the variability of the primary observations. The standard error does not reflect the accuracy of the data.

If a study investigating the proportion of individuals with a given characteristic is repeated several times using
different samples from the same population, the estimates of the true proportion will approximate a normal
distribution, known as the sampling distribution of a proportion. The estimates have a variability that is
represented by the standard error of the proportion (SE(p)). This value can be approximated from a single
sample using the following equation:

SE(p) = √(p(1 – p)/n)

Answers
6. a – SEM = 2.3/√1600 = 0.0575 mmol/L; b – Proportion, p = 30/5700 = 0.0053; SE(p) = √(0.0053 × (1 – 0.0053)/5700) = 0.00096
women; c – SEM = 2.3/√16 = 0.58 mmol/L; d – SEM = 120/√16 = 30 mL/min
7. F F T F F
8. F T T F
9. F T F T T

Large samples
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Mean blood pressure

Sample samples

Mean blood pressure
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10. Using the normal distribution provided in the Appendix (page 124), calculate the
confidence intervals for the following datasets

a. The 95 per cent confidence interval (CI) for the forced expiratory volume (FEV1) of
children with asthma, where the mean is 1.47 L, the standard deviation is 0.34 L and
the sample size is 1089

b. The 99 per cent CI for the proportion of babies born with birth defects to mothers who
had an infection during pregnancy, where the number of babies with birth defects is 7
and the total number of babies in the study is 43. (NB: In the normal distribution, 99 per
cent of the data lie within 2.58 standard deviations of the mean.)

11. Using the t-distribution provided in the Appendix (page 125), calculate the CI for the
length of time to recovery to full fitness: a study of 10 athletes with sports injuries, mean
length of time of recovery to full fitness of 36 days, standard deviation of 21.4 days

12. Interpret the following results

A study was conducted to investigate whether
there was a difference in mean systolic blood
pressure between a group of army recruits who
smoke and a group who do not smoke. The
means in two groups were adjusted for
age and other risk factors for hypertension.

a. What is the standard error of each of the two means?
b. What are the 95 per cent CIs for the two means?
c. What can you conclude from these CIs?

13. A 95 per cent CI for a mean

A. Is narrower than a 99 per cent CI
B. Is a useful way of describing the precision of a study
C. Includes 95 per cent of the observations in a study
D. Will include the population mean 95 per cent of the time in repeated samples

14. Several different studies investigated the effect of a new statin drug on cholesterol
levels in samples of patients with similar characteristics. Choose the set of results that
shows the most convincing reduction in cholesterol level

A. 2 mmol/L 95 per cent CI 1.1 to 2.2 D. 5 mmol/L 99 per cent CI of 0.5 to 3.1
B. 2 mmol/L 99 per cent CI 1.1 to 2.2 E. 5 mmol/L 95 per cent CI of 4.6 to 5.3
C. 5 mmol/L 95 per cent CI –0.1 to 9.5

CI, confidence interval; FEV1, forced expiratory volume; SE, standard error; SEM, standard error of the mean; SD, standard deviation

Smoking Mean systolic blood Standard Sample 
status pressure (mmHg) deviation size

Yes 149 17 70
No 131 10 70
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EXPLANATION: CONFIDENCE INTERVALS

A confidence interval (CI) represents both the precision and the accuracy of an estimate. It is derived from the
standard error but is expressed in such a way to help us to picture the sampling variation in the estimate more
easily. The interval represents the range of values within which we can be confident that the true value of our
population parameter lies. The confidence with which, to a certain degree, we can believe in this interval is
specified by a percentage representing the probability that the CI contains the true population parameter.

The degree of confidence often used is 95 per cent. Here there is a 95 per cent chance that the theoretical inter-
val contains the true population parameter. It is often claimed that one can be 95 per cent certain that the true
population parameter lies within the 95 per cent CI obtained from a single sample. This is not, however,
strictly correct. As the population parameter is a fixed unknown quantity, it either lies inside or outside the 95
per cent CI. If 100 independent random samples were drawn from the same population, we would expect 95
of these to include the true population parameter. It is also possible to obtain intervals using other degrees of
confidence. For example, 99 per cent CIs would make a more certain statement about the likely magnitude of
the true population parameter.

95 per cent CI for the mean = x̄ – (1.96 × SEM), x̄ + (1.96 × SEM)

The CI for the example given in question 10a (page 88) is calculated as follows:

1.47 ± (1.96 × 0.34/√1089) = 1.47 ± 0.020

where mean = 1.47 L, SD = 0.34 L, sample size is 1089, and so SEM = 0.34/√1089.

The 95 per cent CI is 1.45 to 1.49 L.

The CI for the example given in question 10b (page 88) is calculated as follows:

Proportion p = 7/43 = 0.163, SE of p = √[0.163 × (1 − 0.163)/43] = 0.056

Lower limit of 99% CI is 0.163 − (2.58 × 0.056) = 0.019, upper limit of 99% CI is 0.163 + (2.58 × 0.056)
= 0.307

The 99 per cent CI for the proprotion of babies born with birth defects is 0.019 to 0.307 or 1.9% to 30.7%

When the sample size is large, the sampling distribution of the mean approximates the normal distribution.
In the normal distribution, 95 per cent of values lie within plus or minus 1.96 standard deviations of the mean.
The CI is calculated from the equation below, where SEM is the standard error of the mean and the multi-
plier, 1.96, is the percentile of the normal distribution that gives a 95 per cent CI.

Answers
10. See explanation 11. See explanation (page 90)
12. a – Smokers: SE = 17/√70 = 2.0; non-smokers: SE = 10/√70 = 1.2, b – Smokers: 95 per cent CI = 149 ± (1.96 × 2.0) = 149 ± 3.92.
95 per cent CI is 145 to 153; non-smokers: 95 per cent CI = 131 ± (1.96 × 1.2) = 131 ± 2.35. 95 per cent CI is 129 to 133, c – The SEM
is smaller for non-smokers than for smokers, suggesting that the estimate of the mean blood pressure is more precise for non-smokers than
smokers. The narrower CI for non-smokers suggests that the estimate is also more accurate than for smokers
13. F T F T 14. E

Continued on page 90
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EXPLANATION: CONFIDENCE INTERVALS Cont’d from page 90

When the sample size is small (e.g. less than 20), the data may not be so normally distributed, and the vari-
ance of the population may not be known. Therefore a different probability curve, the Student’s t-distribu-
tion is used. The t-distribution is similar to the normal distribution, but is more spread out with longer tails.
The multiplier, t0.05, is the percentile of the t-distribution that gives a two-tailed probability of 0.05.

95 per cent CI for the mean = x̄ – (t0.05 × SEM), x̄ + (t0.05 × SEM)

To calculate 99 per cent CIs, one would multiply the SEM by a t-value corresponding to a two-tailed proba-
bility of 0.01.

The t-distribution can be used to calculate CIs (11) for mean length of time to recovery to full fitness. For a
t-distribution with n – 1 degrees of freedom (10 – 1 = 9), t0.05 = 2.26:

95 per cent CI for the mean = 36 ± 2.26 × (21.4/√10) = 36 ± 15.3 days

95 per cent CI is 20.7 to 51.3 days. 

As for the mean, the sampling distribution of the proportion approximates the normal distribution when the
sample size is large. Therefore the 95 per cent CI for the proportion is given by:

p – [1.96 × √(p(1 – p)/n)], p + [1.96 × √(p(1 – p)/n)])

where n is the sample size.

If the sample size is small, the binomial distribution is used to calculate exact CIs for proportions.

The width of the CI represents the precision of the sample estimate:
• Wide CI: imprecise estimate
• Narrow CI: precise estimate.

As the width of the CI is derived from the standard error, increasing the sample size or decreasing the vari-
ability of the original data will decrease the width of the CI, reflecting the increased precision of the estimate.
The higher the degree of confidence, such as a 99 per cent CI, the stronger our belief that the true parameter
lies between the interval values given.

CI, confidence interval; SEM, standard error of the mean
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H0, null hypothesis; H1, alternative hypothesis; intelligence CI, confidence interval

HYPOTHESIS TESTINGSECTION 11

1. Define null hypothesis and alternative hypothesis

2. Put the stages of doing a hypothesis test into the correct order

A. Interpret the P-value
B. Calculate the test statistic
C. Define the null and alternative hypotheses
D. Collect the relevant data
E. Obtain the P-value from the appropriate probability distribution curve

3. Comparing hypothesis tests and confidence intervals

A. Hypothesis tests are easier to calculate
B. A hypothesis test can give an exact value for the P-value
C. A confidence interval does not tell you about the significance of the results
D. A hypothesis test gives an idea of the precision of the results whereas the confidence

interval cannot
E. A hypothesis test gives you an idea of the likely magnitude of a population parameter

whereas a confidence interval cannot

4. What is the difference between a one-tailed test and a two-tailed test?

5. What are the advantages of a two-tailed test?

6. Why would one use a one-tailed test?
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EXPLANATION: PRINCIPLES OF HYPOTHESIS TESTING

The purpose of an epidemiological study is often to investigate the relationship between a variable of interest
and an outcome of interest. The investigator usually begins the study with an idea or a theory as to the possi-
ble nature of the relationship. This theory can be approached by hypothesis testing.

A statistical method, known as a hypothesis test, is used to quantify the strength of evidence against the null
hypothesis, based on the data that have been collected in the study. The hypothesis test involves comparing
the mean  sample estimate, x̄ , with a hypothetical value of a true population parameter.

Stages of hypothesis testing are as follows (2):
1. Define the null and alternative hypotheses (H0 and H1 respectively)
2. Collect relevant data
3. Calculate the test statistic specific for the null hypothesis
4. Compare the value of the test statistic to values from a known probability distribution to obtain a P-value
5. Interpret the P-value and the results.

Definitions are as follows:
• Null hypothesis, H0: a statement about the true population parameter of interest, for example the true

mean, μ (1). The null hypothesis might state that there is no difference in the true means of two popula-
tions: μ1 = μ0

• Alternative hypothesis, H1: any hypothesis that differs from H0, for example the true population means are
different: μ1 ≠ μ0 (1)

• Two-tailed test: the direction of the relationship stated by the alternative hypothesis is not specified (4).
This is normally preferred as it is often difficult to predict the direction of a true association in advance of
the study, as by definition statistical studies involve a degree of uncertainty. A two-tailed test therefore has
stronger statistical credentials (5)

• One-tailed test: the direction of the relationship is specified by the altenative hypothesis (4). A one-tailed
test is used occasionally when the results can only occur in one direction. An example might be when testing
a new drug treatment for a condition in which the only outcome without treatment is death, i.e. the drug
can have either no effect or can increase survival (6).

A hypothesis test provides an exact value of the P-value and therefore the exact degree of certainty we can
hold in our results, i.e. the accuracy of the results. The 95 per cent CI specifies the range over which we can
be 95 per cent certain that the true population parameter lies relative to our estimate of the population param-
eter. This is equivalent to the certainty provided by a P-value < 0.05, but also indicates the degree of precision
of the estimate. CIs tell us about the likely magnitude of the estimated parameter, whereas hypothesis tests
do not.

Answers
1. See explanation 4. See explanation
2. C D B E A 5. See explanation
3. F T F F F 6. See explanation



 

ONE STOP DOC94

7. Match the study questions (1–5) to the most appropriate statistical test

Options

A. ANOVA   
B. Chi-squared test for 3 × 2 table 
C. 2-sample unpaired z-test
D. 2-sample paired z-test
E. Chi-squared test for 2 × 2 table

1. A new drug for lowering mean blood pressure is being compared with a placebo in a
crossover trial 

2. Is there a higher risk of breast cancer in women who take the pill versus women who do
not?

3. Is the proportion of smokers different in France, Britain and Germany?
4. Is the mean BMI of 15-year-olds in Scotland greater than the mean BMI of 15-year-olds

in England?
5. Three different drugs for the treatment of hypercholesteraemia are being compared

using mean cholesterol levels across the groups

8. Calculate the test statistic for the following data

An unmatched study into a new lipid-lowering drug (use the data in the table below)
• H0: triglyceride levels are the same in the population of individuals receiving lipid-

lowering treatment as in the population who are not receiving treatment
• H1: triglyceride levels are different in the treated population versus the untreated

population

Mean serum triglyceride (mmol/L) Standard deviation (mmol/L) Sample size

Treated 4.6 1.5 54
Untreated 5.4 1.5 67

ANOVA, analysis of variance;  SD, standard deviation; H0, null hypothesis; H1, alternative hypothesis; BMI, body mass index
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EXPLANATION: CALCULATING THE TEST STATISTIC AND DIFFERENT TYPES OF TEST

The test statistic is calculated by entering values obtained from the study data into a formula specific to the
test that has been chosen. The choice of test depends upon study design, type of variable and distribution of
the data.

Parametric data are data in which the population distribution is known or the sample size is large enough to
assume that the data approximate a normal distribution. Hypothesis testing proceeds by calculating a z-statis-
tic which, if the null hypothesis is true, follows a normal distribution with zero mean and SD = 1. If the sample
size is small, Student’s t-distribution can be used. The tests summarized in the diagrams below are all for para-
metric data. See summary tables in the Appendix (page 121) for more details.

For non-parametric data the population distribution is not known, and the sample size is too small to approx-
imate the normal distribution. In such cases, other tests can be used such as the:
• Wilcoxon signed rank test (paired numerical data)
• Wilcoxon rank sum test or the Mann Whitney U-test (unpaired numerical data)
• Kruskal–Wallis test (non-parametric equivalent of analysis of variance (ANOVA)).

Answers
7. 1 – D, 2 – E, 3 – B, 4 – C, 5 – A
8. Two-sample unpaired comparison of means, z = (5.4 – 4.6)/[1.5/√(1/67 + 1/54)] = 0.098

Numerical data: quantitative data, can be discrete or
continuous, for example, height and weight, number of
cigarettes smoked per day

One group

1-sample z-test
2-sample
paired z-test

2-sample
unpaired z-test

ANOVA

Two groups
Paired data

Two groups
Unpaired data

Multiple groups 2 categories 1
group of data

z-test
Chi-squared
test

Chi-squared
test

McNemarís
test

2 categories > 2
groups

> 2 categories
r � c table

2 categories
2 groups, paired
data

Categorical data: qualitative, for example, 
eye colour or disease status, expressed as proportions
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9. What does a P-value of > 0.05 mean?

10. The P-value

a. Is the probability that the null hypothesis is false
b. Is small for small studies
c. Is the probability of the observed result or a more extreme result if the null hypothesis

were true
d. Can only be one of two values: 0.05 or 0.01
e. Is equal to (1 – type 2 error)

11. A new treatment regime for breast cancer was introduced, producing improved cure
rates. The proportion of survivors in the 2 years following introduction of the new
treatment was significantly higher than in the preceding 2 years: χ2 = 4.2, degrees
of freedom (df) = 1, P < 0.05

a. The probability of getting this difference or one more extreme, if there had been no real
change in cure rates, is less than 1 in 20

b. The improvement in treatment outcome is statistically significant
c. The change in outcome may be due to a confounding variable

12. Using the statistical distribution tables in the Appendix, what is the P-value for the
following data?

a. z = 2.4, two-tailed test
b. χ2 = 10.5, two-tailed test, df = 1

13. What is the P-value of the test statistic calculated in question 8 (page 94) and
what conclusions can we draw?

df, degrees of freedom
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EXPLANATION: P-VALUES

Test statistics follow known theoretical probability distributions. This means that any given value of a test sta-
tistic can be allocated a probability, i.e. the likelihood that that value would have occurred by chance alone.

A theoretical probability distribution curve for a standard normal distribution is shown below.

The area under the curve represents the probability of obtaining the test statistic calculated from the data if
the null hypothesis were true. In a two-tailed test, the total probability is the sum of the probabilities under
both tails of the curve.

It is convention to quote a significance level α of 5 per cent. This means that a P-value of less than 0.05 is
considered sufficiently rare to disprove the null hypothesis, i.e. the same value for the test statistic would be
obtained by chance alone in fewer than 5 times out of 100.

If the P-value is greater than 0.05, we can say that we do not reject the null hypothesis as there is a statistical
likelihood that the same test statistic would be obtained by chance alone in more than 5 out of 100 occasions.
Thus the results are not significant at the 5 per cent level (9).

The P-value can be obtained from the test statistic distribution table (see Appendix, page 124). Most com-
puter packages will provide the P-value automatically from the test statistic.

When reporting the results of a hypothesis test it is better to quote the exact P-values if they are known. This
is important for distinguishing highly significant results, such as P-values of < 0.01, from less significant
results, such as P-values of between 0.04 and 0.05.

Answers
9. See explanation
10. F F T F F
11. T T T
12. a – P = 0.016, b – 0.001 < P < 0.01
13. Two-tailed P-value = 0.9203: no significant difference in triglyceride level between the two groups

Probability (P)

Test statistic
0.25
or

2.5 per cent

0.25
or

2.5 per cent
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1. The following nine terms (A – I) refer to criteria to consider when deciding whether
findings from observational studies (i.e. those which do not involve randomization)
suggest a causal relationship. Match each term to one of the nine definitions (1 – 9)
listed below

Options

A. Temporality
B. Strength of association
C. Dose–response
D. Plausibility
E. Consistency
F. Specificity
G. Coherence
H. Experiment
I. Analogy

1. The relationship can be modified by experimental interference
2. Agrees with prior strong evidence of a similar association
3. The risk factor must precede disease
4. A single exposure or risk factor has a specific effect
5. Consistent with current understanding of biological or pathological processes
6. Increased exposure to risk factor increases the risk of disease
7. The results are replicable or in accordance with those of other, similar studies
8. Large relative risk or correlation coefficient, with small standard error
9. Agrees with existing knowledge and widely accepted theories

2. Of the following, choose which values give a measure of the strength of an association

a. Odds ratio
b. Relative risk
c. Standard deviation
d. Confidence interval
e. Correlation coefficient
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EXPLANATION: ASSOCIATION OR CAUSATION

When considering a clearly statistically significant association found between a disease and an exposure, inter-
est will often focus on whether the relationship is causal. While this may be a relatively straightforward issue
for a well conducted randomized controlled trial, it is much more challenging when considering results from
an observational study. Even after adjusting for all potential confounding factors, several important issues need
to be considered. In a now classic address to the Royal Society of Medicine in 1965, Sir Austin Bradford Hill
proposed that several aspects of an association should be given special consideration. These are summarized
below:1

1. Strength of association: large relative risk or correlation coefficient, with small standard error
2. Consistency: the results are replicable or in accordance with those of other, similar studies
3. Specificity: a single exposure or risk factor has a specific effect
4. Temporality: the risk factor must precede disease
5. Dose–response: increased exposure to the risk factor increases the risk of disease
6. Plausibility: consistent with current understanding of biological or pathological processes
7. Coherence: agrees with existing knowledge and widely accepted theories
8. Experiment: the relationship can be modified by experimental interference
9. Analogy: confounding factors have been considered and excluded.

The following are measures used by scientists and epidemiologists to investigate the relationship between two
or more sets of data:
• Odds ratio (see page 103): this is the ratio between the odds of being exposed if you have disease versus the

odds of not being exposed if you do not have the disease. The odds ratio can give an estimate of relative risk
• Relative risk (see page 105): the increased risk of disease associated with exposure to factor of interest.

Relative risk = risk of disease in exposed group/risk of disease in unexposed group

• Correlation (see page 107): correlation measures the strength of association between two quantitative vari-
ables.

1Hill AB. The environment and disease: association or causation? Proceedings of the Royal Society of Medicine 1965;58:295–300.

Answers
1. 1 – H, 2 – I, 3 – A, 4 – F, 5 – D, 6 – C, 7 – E, 8 – B, 9 – G
2. T T F F T
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3. What are odds? What type of epidemiological study often uses an odds ratio as an
estimate of relative risk?

4. Define the term ‘odds ratio’

5. What assumptions are required for an odds ratio to be a reliable estimate of
relative risk?

6. How would you calculate an odds ratio and what do the following odds ratios imply: 4.6,
0.3 and 1.0?

7. What is the difference between the odds ratio and relative risk?

8. A retrospective case–control study investigated the association between bladder cancer
and smoking:

• 145 people with bladder cancer: 87 were smokers, 58 were non-smokers
• 178 controls without bladder cancer: 62 were smokers, 116 were non-smokers

a. Calculate the odds ratio for the association between smoking and bladder cancer
b. Calculate the test statistic for the odds ratio
c. Using the statistical tables in the Appendix (page 126), interpret the P-value for the test

statistic

OR, odds ratio
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EXPLANATION: ODDS RATIO

Odds are the ratio of the probability of occurrence of an event to the probability of non-occurrence (3):

Odds = P/(1 – P)

Odds ratio (OR) is a measure of the effect of a risk factor. For rare events its value approximates that of the
relative risk (4). For an odds ratio to be a reliable estimate of relative risk the following assumptions are
required (5):
• The proportion of individuals with the disease is small, i.e. the disease is infrequent in both exposed and

unexposed individuals
• The cases and controls are not selected in favour of either exposed or non-exposed individuals, i.e. they are

representative samples from each of the relevant population groups (those with the disease (cases) and those
without (controls)).

To calculate the odds ratio (6): construct a 2 × 2 table as shown below.

Cases Controls Total

Exposed a b a + b
Unexposed c d c + d
Total a + c b + d a + b + c + d

OR = odds of being exposed if you are a case/odds of being exposed if you are a control
= [a/(a + c)]/[1 – (a/(a + c))]/[b/(b + d)]/[1 – (b/(b + d))]

= [a/(a + c)]/[c/(a + c)]/[b/(b + d)]/[d/(b + d)]

= (a/c)/(b/d)

= ad/bc

Odds ratios are interpreted as follows (6):
• Odds ratio = 1: no association between exposure and disease
• Odds ratio < 1: negative association between exposure and disease; exposure reduces the odds of develop-

ing the disease – exposure
• Odds ratio > 1: positive association between exposure and disease; exposure increases the odds of develop-

ing the disease.

The odds ratio has often been shown to approximate well the relative risk calculated from a cohort study if the
above assumptions are maintained (3). It is therefore considered a valuable measure of association. Unlike rel-
ative risk, which takes into account the number of individuals in the study population, the odds ratio remains
constant if the number of controls were to change (7).

Answers
3. See explanation 6. See explanation
4. See explanation 7. See explanation
5. See explanation 8. See 2 × 2 table page 110. a – OR = (87 × 116)/(62 × 58) = 2.8, b – χ 2 = Σ(5.88 + 4.60 + 5.01 + 3.92) =

19.41, c – For df = 1, the P-value for χ2 = 19.41 is < 0.001, therefore is highly significant

Continued on page 110
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9. In a town with a population of 100 000 the risk of dying from disease X is two per 1000,
or 0.2 per cent. From the following list of outcomes choose the best option

Options

A. A treatment that will result in a relative reduction in mortality of 30 per cent
B. A treatment that will mean that 60 lives are saved
C. A treatment that offers an absolute risk reduction of 0.06 per cent
D. A treatment that requires 17 people to be treated to save one life
E. A treatment that reduces the risk of dying from the disease to 0.14 per cent

10. In another town there are 20 000 people. Half of them drink the well water and half of
them drink reservoir water with fluoride in it. Government officials pointed out that the
rest of the town should receive the reservoir water that is fluoridated as it leads to less
tooth decay. Suppose 60 people were found to have tooth decay who drank the well
water and 54 people had tooth decay who drank the fluoridated water.

a. What is the absolute risk (well water)?
b. What is the relative risk reduction?
c. What is the absolute risk reduction?
d. How many people would have to switch to fluoridated reservoir water to prevent one

person from getting tooth decay?
e. Which figures do you think the government used to persuade the people to switch over

to reservoir water?

11. One hundred and thirty male body builders in a local gym are offered a try out of a new
back support designed to reduce injury. Fifty men (group A) use the new support for a
year and the remaining 80 (group B) decide not to. If there are five injuries in group A
and ten in group B over the year:

a. What is the absolute risk reduction?
b. What is the relative risk reduction?
c. How many men would have to wear the support for a year to prevent injury in one man?

MI, myocardial infarction; NNT, numbers needed to treat



 

Interpretation of data 105

EXPLANATION: RISK

Risk is the probability of an outcome, usually a harmful one, over a fixed period of time. It is calculated from
the results of a cohort study as the number of events during the defined study period divided by the number
of individuals at risk of that event.

Absolute risk = number developing disease in study period/total number in cohort. For example, the
absolute risk of a 50-year-old man having a myocardial infarction (MI) in 1 year is the number of men aged
50 years having an MI in 1 year divided by the number of men in the whole population who are 50 years old.

Relative risk = absolute risk in group 1/absolute risk in group 2. The relative risk compares the risk in two
groups. One is referred to as the ‘exposed’ group and the other, usually the initial or control group, is the ‘unex-
posed’ group. For example, if the absolute risk of an MI within 1 year for men aged 50 is 0.01 per cent and
the absolute risk for men aged 60 is 0.02 per cent, the relative risk for men aged 60 compared to men aged 50
would be 0.02/0.01 = 2.00.

Relative risk reduction = absolute risk reduction/absolute risk in group 1. When a ‘new’ treatment is
introduced, a trial is often carried out to compare it to the ‘gold standard’, namely the ‘old’ treatment that is
currently most widely accepted as being the best. The objective is to calculate the relative risk of disease in
those taking the ‘old’ treatment compared to that in the ‘new’ treatment group. The relative risk reduction is
the proportion of the risk with the ‘old’ treatment that has been eliminated by using the ‘new’ treatment. For
example, if the risk of an MI in a population taking ‘old’ treatment for hypertension is 0.05 per cent and the
‘new’ treatment brings the risk down to 0.03 per cent, the relative risk reduction is (0.05 – 0.03)/0.05 × 100
or 40 per cent.

Absolute risk reduction = absolute risk in group 1 – absolute risk in group 2. The absolute risk reduction
can sometimes give a more realistic indication of the effect of a new treatment than the relative risk reduction.
Using the same example above, any person who is told they could reduce their risk by 40 per cent would prob-
ably take the ‘new’ treatment. However, if the reduction in risk is converted to absolute risk reduction this
equals 0.02 per cent (0.05 – 0.03). Such a small reduction in absolute risk may appear less favourable to an
individual in the light of the cost or any additional side-effects of the ‘new’ drug.

Numbers needed to treat (NNT) = 1/absolute risk reduction. When presenting a choice of treatment
options to a patient there may be cases when neither the relative risk reduction nor the absolute risk reduction
gives them a good idea as to what it means to them as an individual. Sometimes by putting it into the ‘user
friendly’ context of numbers needed to treat, the difference between old and new treatments can be under-
stood more readily. Using the example above, NNT = 1/0.02 = 50, therefore the doctor can tell the patient
that if he or she gives 50 people the new medication for 1 year he or she will prevent 1 myocardial infarction
(MI).

Answers
9. D is ten times as effective as the other options as they all convert to a number needed to treat of 170
10. a – 0.6 per cent, b – ((60 − 54)/60) × 100) = 10 per cent, c – 0.06 per cent, d – 1/0.0006 = 1667 people, e – Probably the relative
risk reduction (10 per cent)
11. a – Absolute risk group B = 10/80 = 12.5 per cent; absolute risk group A = 5/50 = 10 per cent; absolute risk reduction = 12.5 – 10
= 2.5 per cent, b – Relative risk reduction = absolute risk reduction/absolute risk group B = 2.5/12.5 = 0.2 or 20 per cent, c – NNT = 40
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12. For what type of data is correlation a useful measure of association?

13. What would the correlation coefficient, r, be for the following theoretical linear
relationships?

14. What do these values of r imply about the relationships displayed in graphs (a), (b)
and (c)?

15. What is the equation for a linear relationship between two variables, x and y?

16. A study into the effects of a new drug on serum cholesterol was conducted on 20
subjects and the following results obtained:

Regression line: y = 0.7 – 0.6x; standard error of the slope = 0.28
Answer the following questions:

a. Define the null and alternative hypotheses
for this study

b. Does this drug have a significant effect
on serum cholesterol level at the 5 per
cent level? Would you accept or reject
the null hypothesis?

c. What would be the expected change in
serum cholesterol if the following doses
of the new drug were given to the patient:
1 mg, 2 mg, 5 mg, 10 mg?

d. How could you explain the increase in
serum cholesterol at low drug doses?

(a) (b) (c)
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EXPLANATION: CORRELATION AND LINEAR REGRESSION

Correlation measures strength of linear association between two numerical variables. If two variables have a
linear relationship the data points will form a straight line when plotted on Cartesian axes (12). Degree of
correlation can be calculated using the Pearson correlation coefficient, r, which can have a value between +1
and –1, where +1 = positive correlation (risk increases linearly with increasing exposure), or –1 = negative cor-
relation (risk decreases linearly with increasing exposure); r = 0 represents absence of any linear correlation.
This is illustrated below.

Graphs reproduced with kind permission from Everitt BS and Palmer CR (eds), Encyclopaedic Companion to Medical Statistics, Great Britain:

Hodder Education, 2005

The square of the correlation coefficient, r2, represents how much of the variability in y can be accounted for
by variability in x, in other words, how well the data fit the line. For example, a study shows that there is a
positive association between the number of cigarettes smoked and systolic blood pressure with correlation
coefficient r = + 0.5. Therefore r2 = 0.25, suggesting that 25 per cent of the increase in blood pressure can be
accounted for by the increased number of cigarettes smoked. It is very important to remember that two vari-
ables having a high correlation coefficient does not mean that one causes the other.

When one of the variables is considered to be dependent on the other, the relationship can be analysed using
linear regression. This is the process of attempting to fit a straight line to the observed data points, such that
the data can be represented by the equation

y = bx + a (15)

where x is the independent variable whose value can be measured accurately, y is the
dependent variable, b is the slope of the line and a is the intercept on the y axis when
x = 0. 

Linear regression analysis is often achieved by finding the best fit: the straight line that minimizes the sum of
the squares of the vertical deviations of each data point from the line. These deviations are known as the resid-
uals and they are squared so as to avoid any cancellations between data points that are above and below the
line. The resulting regression equation is valid for values of y and x that are within the observed range of data.
Extrapolating to predict values of y from values of x beyond the data range can lead to inappropriate and incor-
rect answers.

Answers
12. See explanation 13. a – Positive, r = +1, b – zero r = 0, c – Negative r = –1 14. a – Positively correlated, b – No correlation, c –
Negatively correlated 15. See explanation
16. a – Null hypothesis: drug has no effect on serum cholesterol; alternative hypothesis: drug dose influences serum cholesterol, b – Test
statistic = 0.6/0.28 = 2.14, df = 20 – 2 = 18, P < 0.05, i.e. results are significant at the 5 per cent level: reject the null hypothesis, c – An
increase of 0.1 mmol/L, a decrease of 0.5 mmol/L, a decrease of 2.3 mmol/L, a decrease of 5.3 mmol/L, d – With no drug treatment, (x =
0), cholesterol levels can be expected to rise by 0.7 mmol/L. Very low drug doses are insufficient to coonteract this rise.
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17. Assuming a correlation exists in the following examples, which examples are
appropriate for testing correlation by linear regression (true or false)

a. The correlation between resting heart rate and square root of the number of miles
cycled by different cyclists on a weekly basis, assuming the relationship is linear and
there are no confounding variables

b. The relationship between blood pressure and blood cholesterol levels of the people who
went to their GP last week; some people presented as many as three times

c. The relationship between height, and a rare disease, y, that does affect stature but is
not found to be normally distributed in the population

d. The relationship between blood levels of ‘liver markers’ and liver damage; where liver
markers rise exponentially with increasing liver damage

18. For the examples a–d in question 17 give the main reason, if there is one, using the list
of assumptions below (1–4), why it is not appropriate to use linear regression analysis

1. The relationship must be linear
2. Observations must be independent, there cannot be different numbers of observations

made on the same individuals
3. Other, confounding variables, must be excluded
4. The y values are normally distributed in the population

19. Are the following true or false?

a. Predictions can be derived from information that is correlated linearly
b. If you know x and the equation for the relationship you can calculate y
c. If you know y and the equation you cannot calculate x
d. The results can be ‘extrapolated’ or extended to predict values for x and y outside the

original range

df, degrees of freedom; SE, standard error; GP, general practitioner
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EXPLANATION: STATISTICAL INFERENCE IN CORRELATION AND REGRESSION

A number of assumptions are made when doing a regression analysis:
• The relationship between x and y is approximately linear
• The observations are independent of each other, i.e. there is only one value of y for every value of x
• The residuals about the fitted line are normally distributed with a mean of zero
• The residuals are independent of each other, i.e. they have a constant variability for all the fitted values of y
• The x variable can be measured without error.

There may be a number of circumstances in which the assumptions above are not met, for example: when
the relationship is non-linear, when different numbers of observations are made on the same individuals (more
than one value for y for each value of x), or when there is more than one independent variable.

The linearity and independence assumptions are the most important. If x and y do not have a linear relation-
ship, it is often possible to convert it into a linear relationship by transforming one of the variables, for example
through squaring or performing a logarithmic function on all the values of one variable. If this is not possible,
a non-linear regression analysis can be performed. If one is interested in the relationship between one depend-
ent variable, y, and several different independent variables, x1, x2, x3, a multiple linear regression analysis can
be performed.

To test whether there is a statistically significant linear relationship between x and y, a hypothesis test can be
conducted to disprove the null hypothesis that the slope of the line = 0.

Test statistic = b(slope)/SE of b

The P-value is derived from the z statistic or, for small samples, from the t-distribution with n – 2 df.

The 95 per cent confidence interval for the slope is given by:

b ± 1.96 × SE(b) (or by replacing 1.96 with the equivalent value from the t-distribution with n – 2 df )

The regression line can be used to predict values of y for values of x that are within the range covered by the
observed data points, by substituting values of x into the equation for the line. Predicting values of y outside
the tested range of x will produce increasingly unreliable values of y, and should not be done, as it will produce
invalid results. An example is arm span correlated to height in adults; by measuring arm span this can give a
relatively good prediction of height.

Answers
17. T F F F
18. a – No reason; it is appropriate to use linear regression, b – 2, c – 4, d – 1
19. T T F F
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EXPLANATION: ODDS RATIO Cont’d from page 103

Question 8 (page 102) 2 × 2 table (the observed frequencies (O) are printed in bold).

Bladder cancer No bladder cancer Total

Smokers 87 62 149
Proportions 87/149 = 0.58 62/149 = 0.42 149/323 = 0.46
Expected frequency 0.46 × 145 = 66.7 0.46 × 178 = 81.9
(|O – E| – 1/2)2/E (|87 – 66.7| – 1/2)2/66.7 = 5.88 (|62 – 81.9| – 1/2)2/81.9 = 4.60

Non-smokers 58 116 174
Proportions 58/174 = 0.33 116/174= 0.67 174/323 = 0.54
Expected frequency 0.54 × 145 = 78.3 0.54 × 178 = 96.1
(|O – E| – 1/2)2/E (|58 – 78.3| – 1/2)2/78.3 = 5.01 (|116 – 96.1| – 1/2)2/96.1 = 3.92
Total 145 178 323

Modulus (|O – E|) = the absolute magnitude of the difference betwen O and E , regardless of its sign

OR, Odds ratio
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1. In a hypothetical study the null hypothesis is that there is no association between rate 
of lung cancer and shoe size. The calculations lead to the conclusion that there is a
statistically significant association

a. If there truly is no significant association between rate of lung cancer and shoe size, to
reject the null hypothesis would be a type 1 error

b. The probability of making a type 1 error is represented as α
c. Type 1 errors are not related to the P-value
d. The more stringent the P-value the more likely it is that a type 1 error will be made
e. Type 1 errors are directly related to type 2 errors

2. In another study the null hypothesis is that there is no association between lung cancer
and smoking. The calculations lead to the conclusion that there is no statistically
significant association and the null hypothesis is not rejected

a. This is also an example of a type 1 error
b. The likelihood of this error happening would be reduced if there were a larger sample

size
c. The probability of making this error depends upon the power of the test
d. A type 2 error is equivalent to the P-value

3. In the following examples identify the type of error

Options

A. Type 1 error B. Type 2 error C. No error

1. There is no correlation between number of carrots consumed per week and visual
acuity. A small study of local villagers shows that there is a significant difference and
you reject the null hypothesis

2. There is a correlation between mental health disorders and levels of alcohol consumed.
A large population study reveals that this is significant at the 5 per cent level and you
reject the null hypothesis, which is defined as ‘no correlation between the two’

3. There is a relationship between obesity and diabetes. In the study population you find
no significant difference and cannot reject the null hypothesis at the 5 per cent level

4. There is no correlation between gender of the baby and mode of delivery. A midwife
makes note of all the babies born over a few weeks on the labour ward. A significantly
larger number of female babies were born by Caesarian section and you reject the null
hypothesis
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EXPLANATION: TYPE 1 AND TYPE 2 ERRORS

If a null hypothesis is rejected when it is in fact true, then this is a type 1 error. In the example given (1)
there is no relationship whatsoever between lung cancer and shoe size, however the results of the study meant
that the null hypothesis was wrongly rejected.

The probability of making a type 1 error is often referred to as α, which is equivalent to the P-value (see page
97). If the P-value < 0.001, the chance of a type 1 error will be lower than if the P-value were < 0.5.

If a null hypothesis is not rejected when it is in fact false this would be an example of a type 2 error. In the
example (2) the data suggest there is no significant difference between rates of lung cancer when compared to
smoking, whereas we all know that there is. The probability of making a type 2 error decreases as the sample
size, and therefore the power of the study, increases (see page 115 for Power).

When designing a study to avoid type 1 and type 2 errors:
• Choose a larger sample size. Both type 1 and type 2 errors decrease with increasing sample size
• Consider the type of variable that you are trying to measure (e.g. mean, proportion) and its level of statisti-

cal variation (e.g. standard error)
• Consider how strong the association (or difference) is that you are trying to detect
• Choose a sensible P-value; the stricter the requirements for rejecting the null hypothesis the lower the prob-

ability of a type 1 error.

Answers
1. T T F F (more likely a type 2 error) F (inversely related rather than directly)
2. F T T F
3. 1 – A, 2 – C, 3 – B, 4 – A
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4. Power is

a. The probability of making an incorrect decision to reject the null hypothesis
b. 1 minus the probability of making a type 2 error
c. Increased with increasing sample size
d. Influenced by the study design
e. Represented as 1 – α

5. In a hypothetical study the null hypothesis is that there is no difference in the 
reduction in blood pressure between patients receiving antihypertensive drug A and 
those receiving placebo drug B. Which of the following will increase power?

a. Choosing a blood pressure test/machine/operator that is highly sensitive and gives
repeatable results

b. The fact that drug A causes a huge reduction in true blood pressure compared to
drug B

c. A high prevalence of hypertension
d. Choosing the larger sample size of 1256 people who agreed to enter the trial when

enrolled by the GP rather than the 16 who were in the waiting room
e. Deciding to use P < 0.05 rather than P < 0.001 as the threshold to reject the null

hypothesis

GP, general practitioner; H0, null hypothesis
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EXPLANATION: POWER

Power is the ability to demonstrate an association if one exists. A study with more power is less likely to have
type 2 error. Statistically, power is defined as the correct rejection of the null hypothesis.

Taking the example of smoking and lung cancer where there is truly an association between rates of lung cancer
and smoking. The probability that a study rejects the null hypothesis, to correctly conclude that there is an
association between smoking and lung cancer, is known as the power of a study.

The relationship between the conclusion of a study and the true reality can be represented by type 1 and type
2 errors and power as follows:

Conclusion of significance test Reality with respect to null hypothesis

True False

Reject H0 Type 1 error (α) Power (1 − β)
Do not reject H0 (1 − α) Type 2 error (β)

When designing a study it is wise to focus on factors that will increase the power, one of the benefits of which
is to reduce the probability of making a type 2 error. One factor that minimizes this is having a larger sample
size.

The example used in question 5 demonstrates that many factors relating to (a) study design and (b) the true
difference between drugs A and B can affect the power of a study.

Larger sample sizes will have more power but they will also be more costly, time consuming and can be diffi-
cult to obtain for practical reasons, for example, in the study of rare diseases. If the other factors in the study
design prove to increase power, such as drug A being significantly better than placebo B, the sample size needed
to demonstrate a statistically significant difference may not need to be as large. Needlessly large samples are
considered a waste of resources. There is also an ethical argument against treating too many controls with
placebo, when the real drug is substantially better. Some trials are even brought to an early end once an obvious
conclusion is reached.

Answers
4. F T T T F
5. T T T T T
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6. Match up the type of bias to the study descriptions

Options

A. Publication bias C. Recall bias
B. Selection bias D. Observer bias

1. Lung cancer patients remember their smoking habits better than patients with other
cancers

2. A surgeon, with a large private practice, has decided to report the success rate of his
operations

3. A study investigating the amount of alcohol consumption in the general population was
conducted on a group of first year undergraduates

4. Doctors in a non-blinded placebo trial for a new treatment for back pain

7. How might each of the types of bias be reduced? Choose the best method(s) from
the following list to tackle each of the main causes of bias

Options

A. Publication bias C. Recall bias
B. Selection bias D. Observer bias

1. Using an ‘outside’, unbiased, assessor or auditor to regulate or check outcomes
2. Recording information on exposure before the outcome is known
3. Ensure that the person measuring or recording the outcome does not know about the

exposure
4. Using methods such as random sampling to choose a representative cross-section of

the population of interest

8. Can you think of possible confounding factors for the following associations?

a. Colorectal cancer and diet
b. Type 2 diabetes mellitus and heart disease
c. Alcohol consumption in pregnancy and fetal abnormalities
d. Smoking in the household and childhood asthma
e. Fractured hips in the elderly
f. Anxiety and depression
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EXPLANATION: BIAS AND CONFOUNDING

Bias is a consistent inaccuracy in the results of a study as a consequence of the method used to collect or inter-
pret the data. It may be due to:
• Non-random selection of subjects, for example, a study using medical students as subjects may be biased

as the study population is healthier than the general population
• Health-related selection is a specific type of selection bias: it describes the phenomenon of apparent wors-

ening of health during the course of a prospective study. When most subjects enrol in a cohort study, they
are in good health. Over several years, the apparent deterioration in health may be simply a reflection of the
wearing off of this selection bias

• Inappropriate study design, such that results are forced in a particular direction. For example, if doctors
are not blinded as to whether patients are receiving a treatment or placebo, the expectation of a treatment
effect can result in observer bias

• Recall bias is a particular problem in retrospective studies. With the hindsight of a particular health
outcome, subjects may remember or exaggerate their own past exposure to a particular risk factor, leading
to a bias in the reporting of exposure

• Biased interpretation of data, for example, lack of blinding of the investigators and a vested interest in pro-
ducing certain results, known as publication bias, may lead to results that do not reflect a genuine effect or
association.

Confounding occurs when factors, other than the risk factor under identification, influence the outcome. The
confounding factor:
• Influences the outcome independently from the exposure
• Is associated with the exposure independently from the outcome
• Differs between the cases and the controls.

Confounding in observational studies can be minimized by the use of effective controls or matching.
Randomizaton is the best way to minimize confounding. If a trial is large enough, randomization should lead
to equal distribution of confounding factors between groups being compared. This is particularly useful when
confounders exist that have not yet been identified.

Answers
6. 1 – C, 2 – A, 3 – B, 4 – D
7. 1 – A, D, 2 – C, 3 – A, D, 4 – B
8. a – Age, gender, family history, smoking, b – Age, gender, obesity, vascular disease, reduced exercise, c – Smoking, drug use, d –
Reduced income, overcrowding, more dusty environment, no heating, e – Increased osteoporosis, increased confusion or dementia, reduced
balance, more falls, f – Increased life stressors, increased alcohol or drug abuse, unemployment, poverty, other forms of mental illness

Heart disease

Smoking
Exercise, diet,

alcohol
Risk factor of

interest
Confounding

factor

Outcome under
study
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APPENDIX

NOTATION AND FORMULAE

The following is a summary of some of the more useful, or frequently required formulae for statisti-
cal interpretation of epidemiological results. Some of the simpler notations such as n for number of
observations and x̄ for mean are used ubiquitously in maths, statistics and epidemiology. In
general, the aim of this book has been to introduce ideas and principles, therefore equations, and
‘nitty-gritty’ details of their calculation, have been avoided. For more detailed explanations see
Kirkwood, BR and Sterne, JAC. Essential Medical Statistics, 2nd edn. Blackwell Scientific
Publications, 2003.

Sample statistic Symbol Formulae

Number of observations n

Sum of values Σx x1 + x2 + x3 + . . . + xn

Mean x̄ (Σx)/n

Standard deviation SD √{Σ(x – x̄ )2}/(n – 1)

Coefficient of variation CV (SD/x̄ ) × 100

Normal range x̄ – 1.96 × SD to x̄ + 1.96 × SD

Standard error SE SD/√n

95 per cent confidence interval 95 per cent CI x̄ – 1.96 × SE to x̄ + 1.96 × SE
for single mean

Test statistic for single mean (or z z = (x̄ – μ)/SE
comparing two means in paired
data)

Odds ratio OR (a/c)/(b/d ) = ad/bc
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SUMMARY OF STATISTICAL TESTS

QUANTITATIVE DATA

Test Circumstances Assumptions Null hypothesis Test statistic

One-sample z-test One group of Normal  Sample mean (x̄ )
(or t-test if small numerical data. distribution; = hypothesized z =
sample) ‘Is the mean reasonable sample value for mean (μ)

different from size n = sample size,
expected?’ s = estimated

standard deviation

Two-sample paired Two groups of Normal Mean of 
z-test (or t-test if paired numerical distribution; differences z =
small sample) data. ‘Is there a reasonable sample between sample 

difference in size; the two pairs = zero n = number of 
means between groups are the paired differences,
the pairs?’ same size d̄ = mean difference

in pairs,
s = estimated standard 
deviation of paired
differences

Two-sample Two groups of Normal distribution Difference 
unpaired z-test unpaired of data in both between sample z =
(or t-test if small numerical data. ‘Is groups; groups means = zero
sample) there a difference have same 

between the variance; 
means of the two reasonable sample 
groups?’ sizes

ANOVA (analysis Multiple groups of Mean is same F distribution: a 
of variance) numerical data: in each group complex calculation 

single test. ‘Is there which can be carried 
a difference out using computer 
between the means packages. 
in each group?’

x̄1 − x̄2

√⎯(SE1
2 + SE2

2)

d̄

s/ √⎯n

(x̄ − μ)

s/ √⎯n
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CATEGORICAL DATA

Test Circumstances Assumptions Null hypothesis Notation

One-sample Two categories, Data follow the Population
z-test one group of data binomial proportion, π = z =

‘Is there a distribution which hypothesized 
difference in the approximates the proportion, π1
proportion of the normal distribution p = population with 
sample with the if the sample size characteristic of 
characteristic of is large enough interest = r/n;
interest compared r = number with 
to a hypothesized characteristic, 
value for the n = sample size
proportion?’

Two-sample Two categories Groups are There is no 
chi-squared test with > 2 groups of independent and difference between χ2 =
χ2 data. (See table mutually exclusive; the observed 

on page 123) the expected frequency and the 
frequency in each expected frequency df = n − 1
category > 5 (frequency expected O = observed

if there was no frequency, 
difference between E = expected frequency
the two groups)

> 2 categories; Mutually exclusive 
data expressed in categories; 
an r × c table expected χ2 =

frequency > 5 in
80 per cent of 
the categories df = (r – 1) × (c – 1)

when using chi-squared 
test df should be given

McNemar’s test Two categories;
two groups of
data; categories
not mutually
exclusive (paired)

Fisher’s exact test Two categories; Mutually exclusive 
2+ groups of categories
data; expected
frequency < 5

Σ( | O – E | )2

E

Σ( | O – E | –1/2)2

E

| p – π |– (1/2n)

√⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯(p(1 – p)/n)

df, degrees of freedom
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CHI-SQUARED CONTINGENCY TABLE

Group 1 Group 2 Total

Characteristic present a b a + b
(observed frequency, O)

Characteristic absent c d c + d

Total a + c b + d a + b + c + d

Proportion with characteristic p1 = a/(a + c) p2 = b/(b + d ) p = a + b/(a + b + c + d )

Expected frequency (E) E1 = (a + c) × p E2 = (b + d) × p
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STATISTICAL TABLES

THE STANDARD NORMAL DISTRIBUTION

Two-tailed P-value
z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 1.0000 0.9920 0.9840 0.9761 0.9681 0.9601 0.9522 0.9442 0.9362 0.9283
0.1 0.9203 0.9124 0.9045 0.8966 0.8887 0.8808 0.8729 0.8650 0.8572 0.8493
0.2 0.8415 0.8337 0.8259 0.8181 0.8103 0.8026 0.7949 0.7872 0.7795 0.7718
0.3 0.7642 0.7566 0.7490 0.7414 0.7339 0.7263 0.7188 0.7114 0.7039 0.6965
0.4 0.6892 0.6818 0.6745 0.6672 0.6599 0.6527 0.6455 0.6384 0.6312 0.6241
0.5 0.6171 0.6101 0.6031 0.5961 0.5892 0.5823 0.5755 0.5687 0.5619 0.5552
0.6 0.5485 0.5419 0.5353 0.5287 0.5222 0.5157 0.5093 0.5029 0.4965 0.4902
0.7 0.4839 0.4777 0.4715 0.4654 0.4593 0.4533 0.4473 0.4413 0.4354 0.4295
0.8 0.4237 0.4179 0.4122 0.4065 0.4009 0.3953 0.3898 0.3843 0.3789 0.3735
0.9 0.3681 0.3628 0.3576 0.3524 0.3472 0.3421 0.3371 0.3320 0.3271 0.3222
1.0 0.3173 0.3125 0.3077 0.3030 0.2983 0.2937 0.2891 0.2846 0.2801 0.2757
1.1 0.2713 0.2670 0.2627 0.2585 0.2543 0.2501 0.2460 0.2420 0.2380 0.2340
1.2 0.2301 0.2263 0.2225 0.2187 0.2150 0.2113 0.2077 0.2041 0.2005 0.1971
1.3 0.1936 0.1902 0.1868 0.1835 0.1802 0.1770 0.1738 0.1707 0.1676 0.1645
1.4 0.1615 0.1585 0.1556 0.1527 0.1499 0.1471 0.1443 0.1416 0.1389 0.1362
1.5 0.1336 0.1310 0.1285 0.1260 0.1236 0.1211 0.1188 0.1164 0.1141 0.1118
1.6 0.1096 0.1074 0.1052 0.1031 0.1010 0.0989 0.0969 0.0949 0.0930 0.0910
1.7 0.0891 0.0873 0.0854 0.0836 0.0819 0.0801 0.0784 0.0767 0.0751 0.0735
1.8 0.0719 0.0703 0.0688 0.0672 0.0658 0.0643 0.0629 0.0615 0.0601 0.0588
1.9 0.0574 0.0561 0.0549 0.0536 0.0524 0.0512 0.0500 0.0488 0.0477 0.0466
2.0 0.0455 0.0444 0.0434 0.0424 0.0414 0.0404 0.0394 0.0385 0.0375 0.0366
2.1 0.0357 0.0349 0.0340 0.0332 0.0324 0.0316 0.0308 0.0300 0.0293 0.0285
2.2 0.0278 0.0271 0.0264 0.0257 0.0251 0.0244 0.0238 0.0232 0.0226 0.0220
2.3 0.0214 0.0209 0.0203 0.0198 0.0193 0.0188 0.0183 0.0178 0.0173 0.0168
2.4 0.0164 0.0160 0.0155 0.0151 0.0147 0.0143 0.0139 0.0135 0.0131 0.0128
2.5 0.0124 0.0121 0.0117 0.0114 0.0111 0.0108 0.0105 0.0102 0.0099 0.0096
2.6 0.0093 0.0091 0.0088 0.0085 0.0083 0.0080 0.0078 0.0076 0.0074 0.0071
2.7 0.0069 0.0067 0.0065 0.0063 0.0061 0.0060 0.0058 0.0056 0.0054 0.0053
2.8 0.0051 0.0050 0.0048 0.0047 0.0045 0.0044 0.0042 0.0041 0.0040 0.0039
2.9 0.0037 0.0036 0.0035 0.0034 0.0033 0.0032 0.0031 0.0030 0.0029 0.0028
3.0 0.0027 0.0026 0.0025 0.0024 0.0024 0.0023 0.0022 0.0021 0.0021 0.0020

df, degrees of freedom
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STUDENT’S t-DISTRIBUTION

Two-tailed P-value
df 0.1 0.05 0.01 0.001

1 6.31 12.71 63.66 636.58
2 2.92 4.30 9.92 31.60
3 2.35 3.18 5.84 12.92
4 2.13 2.78 4.60 8.61
5 2.02 2.57 4.03 6.87
6 1.94 2.45 3.71 5.96
7 1.89 2.36 3.50 5.41
8 1.86 2.31 3.36 5.04
9 1.83 2.26 3.25 4.78
10 1.81 2.23 3.17 4.59
11 1.80 2.20 3.11 4.44
12 1.78 2.18 3.05 4.32
13 1.77 2.16 3.01 4.22
14 1.76 2.14 2.98 4.14
15 1.75 2.13 2.95 4.07
16 1.75 2.12 2.92 4.01
17 1.74 2.11 2.90 3.97
18 1.73 2.10 2.88 3.92
19 1.73 2.09 2.86 3.88
20 1.72 2.09 2.85 3.85
21 1.72 2.08 2.83 3.82
22 1.72 2.07 2.82 3.79
23 1.71 2.07 2.81 3.77
24 1.71 2.06 2.80 3.75
25 1.71 2.06 2.79 3.73
26 1.71 2.06 2.78 3.71
27 1.70 2.05 2.77 3.69
28 1.70 2.05 2.76 3.67
29 1.70 2.05 2.76 3.66
30 1.70 2.04 2.75 3.65
40 1.68 2.02 2.70 3.55
50 1.68 2.01 2.68 3.50
100 1.66 1.98 2.63 3.39
1000 1.65 1.96 2.58 3.30

df, degrees of freedom
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THE CHI-SQUARED DISTRIBUTION

Two-tailed P-value
df 0.1 0.05 0.01 0.001

1 2.71 3.84 6.63 10.83
2 4.61 5.99 9.21 13.82
3 6.25 7.81 11.34 16.27
4 7.78 9.49 13.28 18.47
5 9.24 11.07 15.09 20.51
6 10.64 12.59 16.81 22.46
7 12.02 14.07 18.48 24.32
8 13.36 15.51 20.09 26.12
9 14.68 16.92 21.67 27.88
10 15.99 18.31 23.21 29.59
11 17.28 19.68 24.73 31.26
12 18.55 21.03 26.22 32.91
13 19.81 22.36 27.69 34.53
14 21.06 23.68 29.14 36.12
15 22.31 25.00 30.58 37.70
16 23.54 26.30 32.00 39.25
17 24.77 27.59 33.41 40.79
18 25.99 28.87 34.81 42.31
19 27.20 30.14 36.19 43.82
20 28.41 31.41 37.57 45.31
21 29.62 32.67 38.93 46.80
22 30.81 33.92 40.29 48.27
23 32.01 35.17 41.64 49.73
24 33.20 36.42 42.98 51.18
25 34.38 37.65 44.31 52.62
26 35.56 38.89 45.64 54.05
27 36.74 40.11 46.96 55.48
28 37.92 41.34 48.28 56.89
29 39.09 42.56 49.59 58.30
30 40.26 43.77 50.89 59.70

df, degrees of freedom
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