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NTF – Expanded Concept of Entropy

This note contains the reworked contents of two email that I wrote on the topic of entropy.  The originals were written as email messages to a friend, who I have here called George (not his real name).  Annex A contains the first email, written in response to his friendly challenge of the credibility of my model, in which I lay out my informal credentials for building models, and expose some of my views on the important role of entropy in economic processes.  In the main body of this note is the second email, in which I respond to his questions and comments on entropy, and describe my developing thoughts on the nature of entropy.
Second Email – Views on Entropy
Hi George

I will try to answer your questions about entropy.  But, before I answer your questions, let me put on my "teacher’s" hat and outline what I understand about entropy.  I am still figuring out exactly how it works, but, apparently, that does not prevent me from spouting my ideas.  Like economics, there are many opinions on what entropy is, and many of those opinions disagree.  A great deal of that disagreement arises from a misinterpretation of something Boltzmann said in his original tract on the topic - something that I understand he later retracted because it caused so much confusion and controversy.  He used the term 'disorder' to describe high entropy states.  In Boltzmann's terms, if you take a box of well-mixed oxygen and hydrogen and separate the two gases, putting oxygen at one end, and hydrogen at the other, you are creating order.  Most people would say that is creating disorder, making a homogenous mix into a lumpy mess.  While there is some sense in that topsy-turvy usage if you dig into the details, it was confusing.  Then, to make things worse, this was taken as the best explanation of entropy.  For over 100 years, text book authors tried to de-confuse it by explaining entropy in terms of ordered and disordered (i.e.  shuffled) decks of cards.  That example is totally irrelevant.  So, there followed 100 years of confusion amongst all students of physics.  Recent text books are removing those confusing ideas, but generations of scientists have been taught concepts about entropy that are, at best, confusing, and at worst, irrelevant and misleading.  That, apparently, did not prevent them from spouting their ideas, either.    :-)
There are also thousands of articles written about entropy that are somewhat more credible.  Most of them involve mathematics so complicated that it would cross the eyes of an ox.  And most of it I can follow, with some effort, but I certainly cannot critique the math, and I often find the argumentation that goes with it obtuse in the extreme.
But, here is what I understand (or think I do).
Accepted Flavours of Entropy:
Entropy is always associated with dynamic systems.  There are several concepts of entropy emerging from the study of widely divergent types of dynamic systems.

There is a version of entropy developed by Boltzmann (and Clausius, and Gibbs) in the late 1800s, and this is associated with thermodynamics, and it is the first kind discovered.
There is a second version of entropy developed by Shannon in 1948, and this is associated with information theory, and it is the second kind discovered.  This field of study produces the most obtuse argumentation.  However the theory has great explanatory power.  

Radical enthusiasts argue that all reality is just information.  That’s a significant stretch, I think, but the concepts of information theory are quite widely applicable.  Quantities of Shannon entropy tend to be exceedingly small compared to quantities of thermodynamic entropy, so physicists can happily overlook the effects of informational entropy, which is usually lost in the rounding error.
There are many recent works that argue thermodynamic entropy and Shannon (informational) entropy are fundamentally the same.  The arguments are tortuous to follow, and therefore not highly convincing, but logical, and probably true.
Other Flavours of Entropy:
Recently, Econophysicists such as Yakovenko have shown that there is a driving force something like entropy that shapes economic systems, and even, extremely simple agent-based models of economic systems, causing them to produce patterns in economic data that were previously well-known only in thermodynamic data.  For discussion purposes, let’s call this new kind of entropy Economic entropy when found in economies, and ABM entropy when found in agent-based models.  ABM entropy is the concept I am thinking about at the moment.  It is, in some sense, the same entropy, or, at least, derived from the same root phenomenon as Economic entropy.  I, personally, believe that phenomenon is mathematical and probabilistic, rather than physical.  It is, nevertheless, a dominant source of change in systems of all kinds including physical, informational, economic, social, or ecological.
H.  T.  Odum, Charles Hall's mentor, believed that (thermodynamic) entropy operated in economic systems, and its production was the driving factor behind the increasing complexity of economies.  I think this is true and can provide a lot of as-of-yet unearthed insight into macro-economic processes.  Economies do, after all, move mass and use energy.  But I think he was not talking about the same concept of entropy that the econophysicists are discovering.  The econophysicists are unearthing the deeper root concept.
More on Thermodynamic Entropy:
Each time I use the word entropy in this section, I mean thermodynamic entropy.  Here I will lay out as simply as I can what I understand about thermodynamic entropy.

Here are a few fundamental concepts:

· According to the first law of thermodynamics, energy is never created or destroyed.
· According to the second law of thermodynamics, the total entropy in the universe increases in every physical change that happens, and the only changes that can happen are changes that alter the entropy upwards (except for minor temporary fluctuations that may take it downwards briefly).
· Since a transformation or transfer of energy is involved in every physical change, and since an increase in entropy is involved in every physical change, it is apparent that the usage of energy causes the rise in entropy.
· When energy is so used to make physical changes in the world, it can never, ever, be used again to the same purpose.  I find this a startling truth, once stated, but obvious when considered.  The energy we use (a) has never before been used to the same purpose in the history of the universe, and (b) is now degraded and can never be used again to the same purpose in the remaining history of the universe.  It becomes waste heat and escapes into deep space.  So, while energy is never created or destroyed, it can be degraded, and as it is degraded (used) entropy rises.
· H.  T.  Odum, and now his daughter, Betty Odum, continuing his work, tried to quantify the nature of the degradation of energy.  I don't like their direction at the moment, but I like their idea - embedded energy - and a similar idea is being used for embedded GHGs, embedded water, etc., in many studies.  The concept works like this: if you “use” a Joule of energy to hoe a hill of potatoes, then the potatoes contain not only the chemical energy found in the molecular bonds and the thermal energy found in the vibrating molecules and atoms, but they are also deemed to contain the used hoeing energy as embedded energy.  But, we know this embedded energy was actually released as waste heat.
The global ecosystem works like this: 
· Low entropy (high energy) light comes from the Sun;
· it strikes a leaf; 
· some is captured in chemical bonds as sugar; 
· some is "used" to make the sugar or warm the leaf, causes an increase in entropy, and flies off as infrared radiation; 
· that sugar is converted to starches, fats, proteins, organic substances, and at each step energy is used and flies off as infrared radiation, and entropy increases;
· eventually all of the energy is "used", has become degraded, and flies off into space as low-energy high-entropy infrared radiation;
· similarly, low entropy and high energy light strikes rocks, water, clouds or other things, the atmosphere is warmed, and energy is used.  The used energy eventually escapes as infrared light and escapes into space;

· As energy flows from the Sun, through the biosphere, and off into space as infrared radiation, the energy is degraded, and total universal measures of entropy rise;
· When energy flows into and out of a system in this fashion, it is said to be a dissipative system, because the energy is dissipated out of the system, having been used.
 Self-organization:
· A system which is subject to a flow of energy will always degrade the energy as it flows, and will always cause the total entropy in the universe to rise;
· However, the system through which it flows will exhibit a decrease in internal entropy as it self-organizes into more and more complex forms; an organism eats and so energy flows into it; metabolic processes use the energy, and the waste heat flows out of it; the flow of energy causes growth, and enables life functions, but all the while the use of energy causes an overall rise in the entropy of the universe; however, within the system that is self-organizing, the entropy of the system is decreasing;
· So, we have an apparent paradox that the most complex systems (e.g.  biological forms) are low entropy (i.e.  highly complex, and highly energetic) and these are produced in apparent defiance of the logical necessity that universal entropy must rise;
· That is to say, self-organizing systems produce less probable local sub-systems even as the universe moves, by logical necessity, towards more probable states;
· The evolution of humanity is one example of the production of an improbable assortment of atoms in a universe that is tending towards more probable homogeneity.
An hypothesis:
This is a general rule I hypothesize, that is not yet accepted, but seems to me to be consistent with what I have read and learned:
“Whenever, and where-ever, complex systems self-organize, some kind of entropy is being produced, and those self-organizing changes, whether physical, biological, ecological, informational, economic, social, or otherwise, will always develop in the direction of increasing universal entropy while decreasing entropy within the localized sub-system.  Global entropy must always rise, due to fundamental rules of probability.  This imperative is this driving force that causes disparity in levels of income and wealth, the birth, life, and death of new technologies, new products, new social groups, and in some distant sense, new ideas and social memes.”
But, what is entropy made of?
Entropy is NOT a substance like water, and there are no substantive units of measure of entropy.  Thermodynamic entropy, for example, is measured in Joules per Joule.  That makes it a dimensionless index.  It seems to be the same for all types of entropy.  They are just indices that characterize the state of an associated system.
Questions and Answers

So, let me try, now, to answer your questions and respond to your comments.  Your questions/comments are indicated by Q:, and my answers by A:.
Q:  When something is taken from one place and put to use in another place and it gets used up, is that entropy?  Or is it really used up, or just changed?  Going from one state to another?  Or is energy lost in the process of replacement from one state to another?
A:  Thermodynamic entropy rises when energy is "used" and degraded.  Energy is "used" when it causes the world to move from a less probable state to a more probable state, and this shift in probabilities is closely associated with rising thermodynamic entropy.  (Note: people often say entropy is produced, and I often do too, but, since it is just an index, I think the proper terminology is to say it rises.) If you use energy to move something from one place to another, thermodynamic entropy rises.  If you use energy to change something, thermodynamic entropy rises.  If you use energy to change the state of matter by, say freezing or thawing it, energy is used and entropy rises.  When energy is used in any of these situations, the energy is degraded.  Also, in every case, the universe moves from a less probable state to a more probable state.
Thermodynamic entropy is defined in terms of energy distributed in space.  If energy is distributed evenly throughout a mass of gas, it has high entropy.  But, if energy is distributed unevenly, is has low entropy.  A low entropy mass of gas will reconfigure itself automatically such that the energy is distributed evenly in space.  And, as this happens, entropy will rise.

Please allow me to go beyond the accepted definitions of thermodynamic or informational entropy.  I could speculate that we can define another type of entropy for distributions of types of mass with respect to space.  Mass is never created or destroyed, but it can be made more concentrated or less concentrated.  For example, we can define a type of entropy we can call "entropy of gold with respect to space", or just “gold entropy”.  Then a vein of gold ore would have a medium level of gold entropy.  When we remove that gold ore from the vein and refine it (or make it more concentrated) the resulting lump of pure gold has less gold entropy.  But if we grind it up and spread it around relatively evenly across the surface of the Earth it would have higher gold entropy.  If we keep prospecting and mining gold, refining it, and using it in our electronics and jewelry over many years, all gold will ultimately be dissipated, and will have high gold entropy.  It will just take a long, long time.  Two different types of entropy would be operative here.  Thermodynamic entropy increases as the physical changes happen, and is always rising.  At the same time, our gold entropy is changing down or up, as we refine or dissipate it, respectively.  But, ultimately, the long term and natural direction of change in universal gold entropy and universal thermodynamic entropy is upwards for both of them.
Energy is never lost or destroyed, as it cannot be destroyed.  But, it is degraded, and made less useful than it was before the changes.  We often call such degraded energy waste heat.  It either escapes autonomously or is intentionally allowed to escape or is discarded, but, in any case, universal thermodynamic entropy rises in  the event.  By the same token, gold atoms are never lost or destroyed.  But they may escape (through friction) or be discarded, never to be useful again.  My grandmother’s wedding band was worn to a thin wire over 60 years of wear.  I view the gold atoms as having escaped from the small sub-system of the wedding band into the wider universe.
If such a notion of gold entropy makes sense, then we have the curious situation that both kinds of entropy are inter-related.  As energy flows through the biosphere, the biosphere self-organizes to produce organisms (i.e. people) that moil for gold, silver, tin, copper, wood and stone.  That flow of energy, by the indirect means of fashioning organisms that seek out low entropy masses and convert them to high entropy masses, causes all kinds of entropy to rise.  What is less obvious, but also true, I believe, is that as gold (or silver, or tin, etc.) flows through a society, the society self-organizes to produce organizations (i.e. corporations) that seek out new energy sources.
I believe there is positive feedback among all of these various kinds of mass entropies and thermodynamic entropy.  In natural systems, both mass and energy flow in a continual stream to engender self-organization as the various kinds of local entropy fall and the various kinds of universal entropy rise.

Q:  From the little I know about this kind of stuff, nothing is ever lost, or is it?  For example can a culture be lost?  A society’s culture is dependent on the environment in which the society flourished.  If the environment a given culture depends upon is uprooted to satisfy the needs of another culture, and the dependent society weakens or collapses, is something lost?
A:  Now, that's a tricky question.  We are now way out beyond what most people would call entropy (thermodynamic or informational) and getting into my particular arena of quasi-quackery.  That's just a friendly warning to take the next few lines with a lot of caution.  :-)
Social systems like economies, cultures, corporations, or organs of government have, to my mind, a "social entropy" associated with them.  But I don't think the social substrate is conserved in the long run, such as how energy or mass are conserved.  When a social system collapses, all is lost.  So, we can calculate a kind of "money entropy" for all of the money in the world, stored as bits in computers.  And money is sort of a conserved quantity under normal circumstances.  But if we unplug all of those computers, the money disappears, and the "money entropy" drops to zero.  We could also calculate an "ethnic entropy" which would be low if ethnic groups stick together geographically or socially, and would rise as ethnic groups mingle and dissipate.  If the tendency is, over time (or generations), for ethnic minorities to dissipate, then this social entropy would tend to rise.  BUT, as I say, this paragraph is WAY far away from what most people would call entropy.
The question then arises, in relation to what would these kinds of social entropy be defined?   Thermodynamic entropy is defined in respect to space.  Energy becomes evenly distributed in space, but it is not evenly distributed among atoms or molecules.  The distribution of energy in a high entropy gas, for example, conforms to various well-known distributions in which a few atomic-level particles have extremely high energy but most have low energy.  These distributions arise from a combination of sources, including the nature of the definition of entropy, the nature of the partition of state space associated with that definition, and the nature of the boundary conditions imposed on changes to the system.  The underlying questions I am struggling with, here, is just how do you partition the state space of a society to make these types of social entropy usefully defined, and what boundary conditions need to be considered?
With these thoughts in mind, the kind of change you are suggesting, in which the diversity of cultures is lessened, this kind of change would cause an appropriate definition of social entropy to rise as the global culture becomes more homogenous.  In eras long past, in pre-history, local social entropy fell as cultures and languages fragmented into ever smaller units, each occupying a valley or plain or river course.  Similarly, a kind of local species entropy fell as species multiplied filling every evolutionary niche available to them.  Now, in our globalized economy, social entropy and species entropy are on the rise again.  
There is one other aspect of your question that should be examined.  Energy and atoms are very durable.  Some atoms (e.g. gold) are more durable than others (e.g. uranium).  We say they are conserved in those events in which they play some role.  Energy is durable because it exists forever, but non-durable because it can only be used to power an event once.  Energy degrades, and in that act of self-degradation, it powers change.  This concept of durability is a key part of the definition of entropy.  Clearly, the components of a society (e.g. language, culture, organs of government, organizing memes such as democracy) are not as durable as atoms of gold, and in fact are relatively very mutable over time.  But, for most generations, they were immutable during the life span of a single person.  So, perhaps, durability is simply a matter of defining the appropriate time duration.    
So, the direct answer to your question is, maybe.  Local culture can be destroyed if the local environment in which it developed is degraded.  Such a loss of culture can be viewed as an abrupt, discrete and catastrophic change to the local social sub-system.  On the other hand, it can be viewed as an incremental and continuous change if you change the scale of either time or space.  I think arguments about social entropy can work at either scale, and local turbulence in time and space can be accommodated.
If all of this makes sense, then one has to ask a few questions: 
· Is the eventual homogenization of all cultures in the world an inevitable outcome driven by the rising social entropy.  
· Is the homogenization of all land use an inevitable outcome? 
· If rising social entropy is causing global social homogenization now, what caused the ethnic diversification to occur in the past, in places like the Balkans, the mountain valleys of Siberia and the North American west coast, or among the African or North American indigenous tribes? 
· Why does social entropy fall sometimes and rise at other times?  

· Is the rich/poor income gap an inevitable characterization of social or economic systems? 
I think there are interesting answers to these questions, and I think those answers will provide deep insight into why the social fabric of the world is what it is.
Q:  It seems to be a given that people are always in the process of changing things to fit some new perceived need or desire.   We like to consider ourselves outside of nature.  Are people disrupting the natural processes when they satisfy these needs and desires?  
A: For a biophysical system (e.g.  an ecosystem, an organism) to self-organize you need a regular flow of energy passing through it.  Local thermodynamic entropy rises within this system, and is in some sense dissipated as high-entropy (but low energy) infrared radiation is dissipated into space.  So, we have this continuous production and dissipation of thermodynamic entropy as a biophysical system self-organizes to become or maintain itself as a local low-entropy system.  (Please note:  I am forced to use the metaphors of entropy being carried off in low energy radiation, or entropy being produced, even though I believe entropy is an index that rises and falls, and not a localized quantity that is produced in a place, or carried in a vessel.  I am not being sloppy, but knowingly using metaphors that have flaws, in order to avoid needlessly complicated wording.  I do not think this makes my points invalid.)
I hypothesize that, for some suitable definition of social entropy, there is a constant flow of something durable (let’s call it creativity) as highly creative ideas flow into the society and old worn-out paradigms are discarded, and the social organs that embody them are modified or dissipated.  All societies of the past have risen, flowered, matured, and died, in a process driven by a form of social entropy production of this type.  Thermodynamic entropy was also a driving force, in tandem.  The two are tightly conjoined concepts, in the same way that mass entropy is conjoined to thermodynamic entropy.  There is a single ineluctable mathematical process working behind all of these forms of entropy at the same time.
Again, let me put a large caveat on this.  Nobody but me is thinking this way, to my knowledge, so don’t spout this in public without some qualifications.

But, if we can define these other flavours of entropy (economic, mass, gold, social, money, creative, etc.), then they are all interacting in some fashion, and I have come to believe they are the source of the motive powers that have driven all biophysical and social change on the face of the Earth during all of history.  They derive directly from considerations of probabilities.  They explain Darwin's "survival of the fittest", and they explain Smiths "invisible hand".  They explain the explosion of economic activity since fossil fuels have been harnessed, and they explain the homogenization of cultures in this “age of oil”.  They also explain why econophysicists are finding the patterns of thermodynamics in economic and social data.  And they explain why Yakovenko and his students found it in their trivially simple agent-based models.
So, I think the answer to your question is no, people are not disrupting natural processes in the deepest sense.  We are acting, all unaware, in conjunction with the role entropy plays.  If anything, we are enabling the faster production and dissipation of entropy of all kinds, and so reaping the benefits of the remarkably low local entropy produced thereby.

But in another sense, our presence and activity is changing things.  We, the human species, are in a state of ecological escape.  That is, we have radically, if temporarily, raised the carrying capacity of our environment for our kind by eliminating predators, parasites and disease and by increasing available food.  Any species in ecological escape (e.g. invading foreign species) does this, upsetting the previous dynamics of the environment in which they are now enabling increased entropy production to their benefit, and to the detriment of previous denizens.  In short, they are able to take a larger share of the pie, and the others must do with less.  So, it is not our needs and desires that are the problem.  It is our newly-found ability to take a larger share of the pie, in every environment.  
One final point.  I believe we must curb our needs and desires if we are to survive as a species.  And we must do this now.  Time is running out for us.  The processes of evolution are selective processes in which life is conserved, varied, and made more complex.  It can produce exquisitely biophysical designs that differ in minute details.  In comparison, the closely allied process of entropy production (there is that metaphor again) is a blunt instrument.  It is not conservative of exquisite detail, but rather is a grossly homogenizing process.  Under the influence of entropy production systems self-organize to consume mass and energy at the highest rates possible, until the sources of mass and energy are depleted, and then collapse of all of that internal low entropy detail is inevitable.  When the EROEI of oil falls so low that a complex society is no longer sustainable, like those of a dead corpse, our internal social organs will fail, and the entropic index of our society will rise to equal that of the environment around us. 

Q:  I could only come to the conclusion that desire is the human driving force that is in constant conflict with entropy.  Most human need is an artificial construct and that is really the problem.  Entropy is the constant barrier to this endless cycle that a given culture demands to satiate its needs.
A:  In a sense you are right, and there is a tricky bit of logic to negotiate to explain that.  Please bear with me.  
The universe is one system, and thermodynamic entropy is always rising in the universe as physical changes happen.  So the second law of thermodynamics says.  I am uncertain whether this would be true for other types of entropy, but probably.  The universe is made of sub-systems, each of which has an associated thermodynamic entropy, and changes within each sub-system cause thermodynamic entropy to rise within that sub-system.  However, interaction between two sub-systems may cause the entropy to fall in one sub-system as it rises in the other, as long as the joint entropy, calculated as if the two are a single sub-system, rises.  In my metaphor that I have used in this discussion, the entropy escapes from the local subsystem and is held in the larger enclosing system, allowing the local sub-system to have low local entropy.
So, when a man makes a tool, the thermodynamic entropy in the environment-man-materials subsystem rises, but the informational entropy calculated for the materials-become-tool subsystem falls dramatically.  Formless useless material is now a formed useful tool.  The creative act of making a tool causes a dramatic drop in the (informational) entropy associated with the matter contained in the tool.  Note that I have equated thermodynamic entropy and informational entropy.  This is why the explanation is a little dicey.  
Similarly, as a mother gestates a new organism, the overall entropy rises, but the entropy associated with the growing child organism drops.  As energy flows through such systems, and as entropy increases universally, little pockets of mass become more complex in a self-organizing fashion, and the local entropy (whatever that means) drops.  Ecosystems self-organize as the local entropy drops.  Societies self-organize.  Collections of cohabiting fauna self-organize.  Young organisms self-organize into adult organisms.  Economies self-organize.  Animals create physical structures (nests, trails, territorial markings) and these are low-entropy locales.  All creative acts are self-organized events which lower local entropy while raising global entropy in some fashion.  Biological systems self-organize because DNA has harnessed the engine of probabilities, and that has brought about the whole wonderful biosphere of which we are a part.
So, yes.  I believe that if my concept of entropy is sensible and well-founded, then every act of man is in defiance of some form of the second law, and causes a local reduction in entropy, even as the mathematics of probabilities demands that overall entropy must rise.
Q:  Strange!
A:  Indeed it is, but very exciting ideas.  I wish I had learned about this stuff when I was younger, and had the ability to think more deeply.  
Q:  Or have I got this all wrong?  

A:  Maybe.  But I think you were pretty close to the mark.
Garvin
ANNEX A – Informal Credentials and Justifications
This email was originally written in response to the question “But how do you know your simple computer model (i.e. ModEco) is really saying something about real-world economic sustainability?”

Hi George

I have thought a bit more about your questions, and I feel that, somehow, I need to put my ModEco economy in perspective in two ways.  I want to convince you that I am not totally naïve as a model builder.  And I also want to convince you that there are deeper economic concepts that could and should be studied by modelers.
Informal Credentials
I have been a tinkerer since I was very young.  I was fascinated by things like steel boats that float, metal airplanes that fly, sticks that return.  So, throughout my life I have found ways to build models of these things that intrigue me, just so I can understand them better.  It's a hobby.  It lead me to study mathematics and physics at university.  And my interest in that hobby has continued throughout my life apart from my professional life, though at times it has put me in a good position in my work as well.
At various times in my life I have built, hand-made, as toys:
 - model boats made of steel plate, with motors that function
 - hand-made remote-controlled sail boats
 - model wooden airplanes that glide very long distances
 - flying sticks (boomerangs) that return with literally incredible energy
 - kites

 - pipe rockets
 - steam engines
 - model tractors that pull small loads
 - dynamic chemical models (using an air table, magnets, and old CDs)
I have also built more than my share of model airplanes, cars, trains, boats and ships, using kits, in my youth.
I learned how to program computers in 1966, at age 16, and that gave me another outlet for such hobby explorations.  Using computers I have:
 - modeled a billiards table
 - modeled chemical reactions
 - modeled a laser, detailing the release of photons of light in a cascade
 - modeled fuzzy logic
 - modeled the explosion of an atomic bomb, at critical mass
 - modeled wave mechanics as found in a "wave tank"
 - modeled solar systems and galaxies, and their chaotic interactions and emergent behaviours
 - modeled a weather system, with emergent hydraulic behaviour
 - written many programs with which I could explore the space of many kinds of fractals
 - modeled the formation of dendrites
 - modeled the progress of dyes in chromatic diffusion experiments
 - explored the details of six or seven cellular automata, and how they work
 - modeled genetic and biophysical processes that lead to evolution of species, and tried to understand just why evolution works, and how
In all of these modelling activities undertaken as a hobby, I found it relatively easy, ultimately, to replicate the behaviour I was expecting, and then to push it to learn new things, and to understand better what I wanted to understand.  I admit, I am somewhat of an intellectual butterfly.  But, my point is, I am not a newbie at making models.
[ As an aside, professionally, I have also designed, coded, tested, installed, trained workers on, and maintained over thirty small office-automation systems, starting about 1978.  I have worked in over 30 different computer languages.  I have also supervised, as a project manager, the design and installation of many computer and communications systems used by the Canadian federal government and Canadian phone companies.]
But, back to my hobbies, I thought it would be a simple, and somewhat boring, additional step to add an economic layer to my biophysical model of evolution, and demonstrate a simple sustainable biophysical/economic system.  My gifted students pushed me into it.  I truly did believe that it would be a three-month project that would satisfy my students curiosity, and mine, and then I would move on.  I agreed to do it, though my interest in economics was low, because I have never understood economic theory.  This is not for lack of experience.  In my professional life, after leaving the Federal bureaucracy, I was a Certified Advanced Technology Manager (CATM), hired by companies to salvage high-tech projects that were headed for failure.  I have read textbooks on macroeconomics and microeconomics and done the homework.  I completed the courses to receive Certified Management Consultant (CMC) status as well, and I incorporated myself and ran a business for six years.  And I tutor MBA students on topics of corporate finance, statistics, macroeconomics and international finance.  So, I am by no means ignorant of business theory or practice.  I do not consider myself to be an expert in any of these economic disciplines, but I am far from totally naive.
So here I am four years after starting the ModEco project, and even though my goal is just to model an extremely simple farming economy:
 - I cannot produce a stable economy in an arena of limited resources unless I force it to stay on the knife-edge of an unstable point of equilibrium; my expectation that I would easily produce a stationary state, as I had with my biophysical model of species in evolution, were not realized; the combination of biophysical restraints and economic restraints makes it highly unstable;
 - I cannot find a single other computer model, by anybody, ever, that seriously tries to model a complete biophysical system mediated by a complete economic system through a complete cycle of resource consumption; this was a BIG surprise;
 - I am starting to believe that the vision of "sustainability" that has captured the minds of intellectuals and activists around the world is as delusional and impractical as the utopian visions of the 1700s; and
 - I believe that I am learning a GREAT DEAL about how economic systems work that is not mentioned in economic texts that I have read.
Justification – Deeper Powers at Work
In my view, Herman Daly, the champion of Ecological Economics, has it mostly right, but I suspect his vision of a steady-state economy is flawed in some critical fashion, as implied by Minsky's (unrelated) comment re a fundamental upwards instability.  H.  T.  Odum had a vision of economics that inspires me to look to an understanding of entropy to discover the source of the flaw.
H. T. Odum argued that a “Maximum Power Principle” was at work both in ecosystems and in economic systems, as explained in the book written by Charles Hall with that title.  Here’s How I interpret his concept.  Imagine a swamp inhabited by a range of species that form a relatively stable trophic network.  All species are more-or-less in balance, and none are in a state of ecological escape.  Then a frog’s egg experiences a mutation that confers on that frog some evolutionary advantage, such that that frog is able to garner more than its fair share of mass and energy.  I.e. it catches bugs more easily.  After many generations, that founding frog’s progeny has multiplied, and displaced all the progeny of the founding frog’s contemporaries, due to the advantages of the mutation.  The same process of adaptation to capture more than a fair share of energy and mass flowing through the swamp changes the bug, birds, fish and amphibians.  There is an arms race to improve both offensive and defensive capabilities of all species.  One can imagine that in an early swamp, the rate of consumption of both mass and energy was low, but, as time passed, the denizens of the swamp, both plants and animals, became more and more efficient at capturing the Sun’s energy and extracting minerals and nutrients from the soil to increase the flow of mass and energy.  At the same time, the individual abilities of each species multiplied, as did the number of species.  At some point, the swamp is configured to process the maximum amount of energy and mass possible.  Yet the arms race goes on, and turns into the “Red Queen Effect”, a situation in which it takes all the running one can do just to stay in one place (from Alice in Wonderland).  At this point the swamp is far from equilibrium, being a genetically turbulent place, but has found a stationary state in its state space.  On the surface, things appear to be in balance, but under the surface there is yet a desperate competition for survival of organisms and of species.
This is clearly all analogous to economic systems.  As mass and energy flow through the economy it self-organizes.  Those businesses, business models and societies that garner more than their fair share of the mass and energy survive and spread, while those that lose market share fade and disappear.  In other words, those that are most efficient at increasing global entropy survive and those that are least efficient at increasing global entropy disappear.  And so, the economy becomes more and more efficient at producing entropy until it is running at maximum efficiency.  So, I see some equivalence between the Maximum Power Principle expounded upon by Charles Hall, which he received from H. T. Odum, and the Maximum Entropy Production Principle (MEPP) discussed by such people as Martyushev.  Those economies that consume and waste the most mass and energy become dominant, and those world views that support such wasteful consumption come to dominate.  There is no economic equilibrium – only a stationary state that appears peaceful on the surface, but hides turbulence in which the fight for survival is a dire as ever.  The Red Queen Effect is a real part of our daily lives.
But, with economic systems it is complicated by the flow of money through the system.  This adds a kind of economic entropy production that also shapes society. 

Now, I may be a crank.  And I may be delusional myself.  I ask myself that from time to time.  Given that some blood-relatives of my extended family are somewhat delusional and dysfunctional, though brilliant, I sometimes wonder if I am so far out in left field that I am lost there as well.  Maybe so.
Nevertheless, I have put on my "bucket list" the goal of understanding economic realities before I die, and maybe passing that understanding on to someone.
Garvin
