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1 Background

On 9th April Dr Victor Yakovenko was in Toronto to attend the INet conference “Human After All”, and he invited me to Toronto to meet with him to discuss the problem of price instability in my ModEco-based economies.  We started talking about 4 pm and talked until midnight.  We covered a lot of ground.  I then spent five hours drving home and had a lot of time to muse about our discussion.  This is an amalgam of my recollections of the discussion, and my musings after the fact.  Where possible, I try to maintain the distinction.  Where an item is denoted as “thought”, we did not discuss it but I thought about it later.  These are NOT in the order covered.  I have tried to group topics.  During the discussion, we looked at three of my applications: PSoup, ModEco, and EiLab.  I use those for the major groupings.

2 General

· I expressed my rising conviction that a free-market economy, however designed, is ultimately and intrinsically unstable.   I suppose from a Karl Popperian perspective, my working hypothesis is that they are all fundamentally unstable, and I am trying to falsify that hypothesis by finding just one example that is stable.  In the face of waning hope, I continue to try to falsify that hypothesis.  

· Dr Yakovenko recommended I read a paper by Hayens called “Follow The Money”.  I can get it from a link on his website.

· Dr Yakovenko and Randy Hayes are both in DC.  Dr Yakovenko asked that I send out an email to introduce me to him.

· The program for the INET conference is at URL:  ineteconomics.org/toronto2014program  Dr Yakovenko suggests I check it out.

· We discussed the zero-sum characteristic of profit in a free-market economy, and how this is hidden or denied in common presentation.  E.g.:

· The probability distribution of profit or loss of a business is a graph like this:
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· Stock market averages exclude the zeros that are associated with failed businesses.  A typical stock market graph looks like this (a)  when it should look like this (b) if you include the zeros.
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· John Kenneth Galbraith wrote a paper or article, at some point in the 80’s I think, pointing out that the entire IT industry from its inception to that point in history had lost money.  This was through the days of the really big mainframers and mini-computer makers.  (I don’t have a reference.)

· We discussed INET projects and models:

· I expressed my opinion that INET in general seems to be somewhat unfocused and directionless, not having a clear vision of where they are going or what they are trying to achieve.  With the exceptions of the work of Dr Yakovenko and Dr Mehrling, I thought they were rehashing old controversies without much real progres towards anything useful.

· Professor Perry Mehrling’s work shows that, all through history, imaginative and inventive people have followed incentives and created markets whenever and whereever possible arbitrage existed.  This seems to support the view that self-interest is a primary creative force in the market place.  The implication is that, government policy may block or hinder this, but, if there is a way to get around such blocks, that is what will happen.  This has deep implications for policy makers.  Also, policies may have unintended effects, creating incentives to get around the policy, so some policies may be counter-effective.

· At the same time, Dr Yakovenko’s work shows that, at a global scale, self-interest becomes one of the tools that creates rising entropy, but rising entropy is the more fundamental factor in describing the road, and the ultimate end state.

· At the personal scale, his capital exchange models show that entropy constrains access to wealth.

· At the global scale, his model of global energy consumption shows that entropy constrains the access to energy.

· So, self-interest may speed the process, and policy may speed it up or slow it down, but the ultimate shape is predetermined by entropy production processes.  And that, has deep implications for policy makers.

· We discussed Dr Yakovenko’s activities to get funding.  He has applied to Templeton Foundation, as I had suggested.  He has not applied to INET, as they did not make any funding announcements.  He may get access to a student who is bringing his own funding.  So, he has some hope he will have continued funding for econophysics work.

3 PSoup

· I demonstrated PSoup’s C1 and C2 chromosomes, the basis of the biophysical subsystem of ModEco.  Many of the parameters of PSoup were copied over “as is” to the biophysical subsystem of ModEco.  It was extremely easy to establish a stationary state in PSoup that would run forever.  The biophysical stages in both are the same: 

· energy in Mud/Inventory (PSoup/ModEco respectively); 

· energy in Algae/Supply; and 

· energy in Consumers/Bugs.  

· Both applications recycle energy and mass.  In PSoup the recycling of mass is implicit, but in ModEco I made mass cycle explicitly.

· We discussed the “damped oscillations” of populations possible from overshoot in an open system having a constant inflow of energy and a varied consumption rate.  I mentioned the “Easter Island Catastrophe” scenario, but did not demonstrate it.  Here is a set of two screen shots from that scenario.

 

 

· These two bar graphs are screen captures from PSoup, from the “Easter Island Catastrophe” scenario, used by me with high-school students to explain population crashes.  Keep in mind the basic paradigm here is bugs in a swamp, ubiquitous energy-rich mud with a layer of green algae, and bugs that eat algae.

· The graph is a little confusing without explanation.  There are three scales:

· (a) energy in system scaled from 0 Eus (energy units) to 246,000 Eus; data shown as a stacked bar graph with light grey, green, and dark grey; 

· (b) energy delivered per time unit scaled from 0 Eus to 80 Eus; data shown as a red line, in this scenario it is constant at 64 units per tick; enough to support a population of 16 bugs as each bug consumes energy at 4 Eu per tick; and 

· (c) number of bugs in system; scaled from 0 to 80 bugs; data shown as black line;

· Each bar in the bar graph represent 60 ticks, or about year in the life of a person living on Easter Island;

· The population climbs slowly at first, but increases in size exponentially, and the initial endowment of energy is consumed after the bugs pass carrying capacity (first of three red arrows).  This is where population overshoot starts.

· The algae cover is consumed after there is insufficient energy to replace it quickly enough (blue arrow).  This is when the population can see degradation of the environment, long after they are in a state of overshoot.  The endowment of nature was consumed after overshoot started.

· Famine starts, the reproductive rate drops due to malnourishment (black arrow);

· Population crashes (orange arrow) a few generations after overshoot starts, and a few years after the first signs of environmental stress appear (narrowing green band).

· Second overshoot (second red arrow)

· Third overshoot( third red arrow)

· In all three cases the population continues to climb into worsening overshoot even as the environment continues to degrade due to the overshoot.

· My gifted high-school students found this to be very concerning, as they looked around and saw environmental degradation evident around them, even as the world population climbs and politicians and economists talk of growth.

4 ModEco

· The primary spark that lead to this meeting was to discuss the intrinsic instability in my ModEco-based economies, and for Dr Yakovenko to suggest ways to resolve that instability.

· Dr Yakovenko pointed out that smaller agents are disadvantaged (disenfranchised) due to quotas.  

· Possibly, if I make the quotas smaller, I will stretch out the amount of time until collapse.

· Possibly, if I allow wrkrs to do “collective bargaining” to equlibrate the differences in buying power, (removing the disadvantage, e.g. due to size) it would stabilize the economy.

· I might have to “go outside” of the economy and have “Big Brother” restabilize the economy from time to time.  For example, whenever the prices get too far from the intrinsic value, devalue all money and all goods and services.  This is different from building negative feedback (restoring forces) into the dynamics.

· Perhaps I should discard a deal if the extended price exceeds the amount in the wallet, instead of going ahead with partial buys.  Partial buys partially disenfranchise poor agents because it does not change their probability of successfully negotiating a deal, but the payoff is less per successful deal.  However, would this not penalize them even more?  In place of low payoff, they would get no payoff.  At present, I allow agents with resource levels below quota to request a top-up from the EMgr, if it is available.  Such top-ups are called municipal grants, or welfare grants.  They are given to “poor but deserving agents”.  Poor, because they are short quota.  Deserving, because, they have negotiated a deal successfully, and 50% of all negotiations fail, or worse.

· Discreteness can be a source of problems.   It can arise from:

· (a) numbers of agents too small 

· (b) township size too small 

· (b) numbers for cash and value get too big, causing absolute errors to get too big 

· (d ) ??

· Thought:  Make negative feedback on prices phenotypic by connecting extreme pricing to food consumption.  Extreme price strategies will be selected out.  Only works if value of the store is stable.  It is not.  Can this be overcome.

· Dr Yakovenko thought some instability might creep in through the use of negative money for the MMgr.  When you add positives and negatives they cancel, but the absolute error adds.  I don’t think this is the source of problems, though, because I use a baseline to ensure conservation of conserved quantities, and I control using absolute error, as measured against this baseline.  I do not control on relative error, as that would introduce absolute error in the system-wide aggregates that would be massive when transmitted back down to the agents.

· Dr Yakovenko expressed concern that ModEco is too complex, having way too many variables.  I agreed, but for my purposes, which is to understand sustainability, it is about as simple as I can make it.  At the biophysical level agents harvest food, eat it, and put the waste back on the fields.  They live, eat, reproduce and die.  Mass and energy are conserved.  This happens in a 2-D space.  At the economic level, all exchanges of mass and energy are reciprocated by an exchange of cash.  That’s it!  It is difficult to make it more simple.  The price negotiations and the price genes are an added level of complexity, but that can be turned off.

· We discussed the possibility of a third layer in ModEco, a banking or financial layer.  Either a central banker, or a third type of agent would do it.  I don’t want to further complicate the model when it is not sustainable at the moment, unless it promises to bring about stability.  With the goal of “simple and sustainable”, adding a banking layer would be counter-productive.  On the other hand, it would be very interesting to see whether it became less stable with a banking layer added.  Interesting idea.  Maybe, some day!

· I requested that, if Dr Yakovenko can find the time to read my description of pricing issues, and he has any additional ideas or feedback, to send it to me.

· Thought:  I intended to ask about 1/f noise, how you would detect it, how you would verify its existence.  E.g. are my price indices in ModEco exhibiting 1/f noise?  If yes, is that indicative of self-organizing criticality (SOC)?  I didn’t remember to get it into the conversation.

· I described my conviction that ModEco is unique due to: (a) two levels: biophysical and economic; (b) agent-based therefore many economic characteristics are emergent; (c) consistent with conservation laws.  I also described my attempts to find a similar model: (a) JASSS journal; (b) Ecological Economics journal; (c) ACE website search (Agent-based Computational Economics subgroup of the Economics society; website managed by Leigh Tesfatsion) (d) public declarations at EE conference and MABS conference.  This is not a thorough search, but there is nothing like ModEco in these most promising sites.  I consider these promising sites because JASSS is dedicated to agent-based modeling of social systems; MABS is dedicated to agent-based models of anything, EE is dedicated to studies of the biophysical/economic connection, and agent-based models are not uncommon in that work.

· I expressed my rising conviction that free-market economies can not be made sustainable, and that my determination to find a sustainable ModEco-based economy was flagging.  When I hinted that I might be close to abandoning the task, because I could not finish it, I had run out of ideas, and I could not raise any interest, (due to lack of credentials, lack of public credibility, etc.) he thought there might be hope.  Dr Yakovenko thinks there are several people who are building mathematical economic models that might have an interest in ModEco as a backdrop, or research tool.   E.g. his incoming student.  Or, Steve Keene of Australia.  Or a contact he has in California.

5 EiLab

· EiLab stands for Entropic Index Laboratory.  It is the application I am using at the moment to explore the nature of entropy production in closed and open systems.  It was orginally called CapEx, when it was just a replication of Dr Yakovenko’s capital exhange models (2000 Dragulescu and Yakovenko).  Then it was called EmLab (for Entropic measure laboratory), and finally renamed to its present name when I decided to convert all measures of entropy to an index on the interval [0,1].  This has the advantage that it makes measures comparable (a) between systems, and, even better (b) over time within a system as the system changes.

· I use the formula 

Entropic Index  =  (1/ln(K))   x   Sum[ p * ln( 1 / p ) ]

· When we were discussing this formula, I misremembered how I normalized the equation, knew I misremembered it, but could not find the correct version in my notes in the dark restaurant.  I divide by ln(K), of course.  NOT K0.5 as I said at the time.   I don’t know what my brain was doing in that conversation.  When discussing the normalization factor, Dr Yakovenko pointed out that integrating an expression with ln(dx) in it is a major difficulty.  Thought:  But if the entropy formula is divided by ln(K), where K is a function of the bin width dx, then does this remove the difficulty?

· My implementations of Dr Yakovenko’s capital exchange models result in equilibrium distributions that are quite bumpy.  Dr Yakovenko pointed out that he obtained smoothed curves for his capital exchange models by running each ten times and averaging the ten runs.  This apparently gives much smoother distributions, and more quickly, than having ten times as many agents.

· Thought: In fact I think I prefer the bumpy graphs.  It lets me see, visually, the battle between the disequilibrating stochastic fluctuations and the equilibrating restoring action of the need to increase entropy.  At equilibrium, these two opposing actions cause the bumps.  It seems that, close to equilibrium, the probability of a movement away is high, but then the probability of a move back becomes high.

· Thought:  Given the way the Weighted Average Entropic Change (WAEC) functions, possibly the bumpy curve is actually a better representation of “equilibrium” than the smoothed curve.  When the WAEC is zero there are hot spots and fluctuations away from a purely even distribution.  Like the quantum foam in empty space, a capital exchange model, at equilibrium, has moved away from the ideal smooth distribution.  Has our desire to see smooth curves blinded us to the fact that production of entropy drives us, not to the highest level of entropy possible, but to a slightly lower level of entropy where probability of further change is least?

· There are four related ideas I wanted to talk about, and we covered two of the four.  Never got to the third.  I will list all four here.  These all relate to the domain of entropic indices [0, 1].

· 1.  I can make a histogram for the distribution of microstates in the domain.  You get a Maxwell-Boltzmann type of curve, skewed towards 0.

· 2.  A closely related idea, you can make a histogram of the distribution of distinct entropic levels.  Several microstates may have the same entropic index, and so share a “level”.  I think the first idea is more useful.

· 3.  I can track “visits” to microstates during a run, and can compile the data into a histogram, which becomes a probability distribution that the system will have a specific entropic index at any moment in time.  This curve is similar to the curve at (1), but has a sharper peak, steeper slopes, and smaller base.

· 4.  I can track the length of time that the system stays (or tarries) within a given interval within the domain [0,1].  I call this “tarry time”.  I was working on this idea when I stopped work (temporarily) in November.

· We discussed the nature of the type (1) histogram, the distribution of microstates.  The curve looks a little ragged, and the bumps are not random fluctuations, because the data is not stochastic.  The bumps shift a bit with different binning, making them seem to be just accidental, but they are very persistent.  In other words, there is small-scale structure and large-scale structure in the shape of the curve.  For some values of the entropic index, there are significantly more associated micro-states, that for entropic indices very close by.


· The same is true of the “visitations” curve, but the effect is masked by the stochastic nature of the means of causing and counting visitations.   Those areas in the [0, 1] interval may have more micro-states (a non-stochastic issue) , and they may be visited more often (a stochastic issue).

· There appears to be a fractal structure in some plots.  Where a single line is expected in some log plots, three lines appear, and they are not very straight, indicating more structure at a smaller scale.  Dr Yakovenko suggested it might be an artifact of my use of the “Stirling approximation” version of the entropic index formula.  I could test this theory by producing the same graph using a factorial-based formula, instead of the one based on the ln function.  I wonder if MS Excel can handle large factorials.

· Further to that, can I use the factorial-based formula for all of my calculations, avoiding the ln-based formula.  Would the curious effects dissappear.  Are they an artifact of the “approximating process”?  How many micro-states are needed before the Stirling approximation can be used safely?

· I mentioned that I am using EiLab to learn about MEP in closed ABMs, and to learn about the MEPP in open ABMs.  We did not discuss the MEPP, but that is where my primary interest lies, as most systems of any interest are open.

· I mentioned that I plan to learn about entropy, and develop a theory of entropic indices for ABMs using EiLab, and then move it to my other ABMs, a follows:

· ModEco: energy, mass, cash, wealth, spatial distribution/organization, for both closed and open systems [ I have an open system version of ModEco in development.]

· PSoup: Energy in mud, algae and bugs, for both closed and open systems;

· Gravity: Energy within a solar system (??), closed and open systems (??).

· Weather: energy and mass, in a closed system.

6 Deconstructing Entropy and Energy

These are MOSTLY musings I had on the way home, but arising directly out of various parts of the discussion that I cannot fully capture otherwise, and arising out of previous discussions I have had with various people about the nature of energy and entropy.  Entropy rises as energy flows.  It seems that the key to really understanding entropy is to first understand energy.  So, first I deconstruct the narratives I have learned about energy, then do the same for entropy, then try to bring them together.  This is all pretty fluffy stuff, and may be erroneous.  It is just a mental excursion into the concepts.

6.1 Deconstructing Energy

· The terminology we use to talk about energy is confusing, and possibly illusory and misleading.  We talk about energy as if it is a substance, like water, and use a variety of implied metaphors.   It flows (like water), it dissipates (like steam), it radiates (like light), it does work (like a horse), it is conserved (like mass).

· But, what is energy, really.  

· I would contend, for the sake of argument, I guess, that energy is simply a set of accounting principles, like the GAAP.

· There are three distinctly different types of energy:

· Energy that derives from the motion of a mass through space.  There is a dynamic quality to this concept of energy, and it has no meaning without motion in space being involved.  This is a characteristic of a single mass (in motion with respect to some background?)  We can measure velocity (relative to what) using some arbitrary units, feed that into a kinetic formula to produce a number associated with a characteristic of this motion.  This is localized more-or-less to the location of the mass.

· Energy that derives from location of pairs of masses in space.  This is a static concept, and is usually called potential energy.  The people who coined that phrase clearly had difficulty with it.  In their minds, it was clearly NOT energy, but just possible energy.  There are four kinds, associated with the four fundamental forces.  It is purely situational, and static.  We can measure locations (relative to what) using some arbitrary units, feed that into potential formulae, and produce numbers associated with these situational characteristics of systems.  This is indistinctly localized to the locale of the two masses, but, is it really anywhere?

· Energy that derives from waves of dynamically changing forces as they propagate.  E.g. photons for em waves.  This type of energy is curiously not obviously derived from mass, but from complex interactions of space, time and forces.  To put a tag on it, I’ll call it quantized energy.  We can measure wavelengths (i.e. a distance, i.e. a relative position of maximal force fields), feed that into wave mechanics formulae, and produce numbers associated with these wave forms.  This energy can be localized to the location of the photon (e.g.) or not localized if recently passed through a diffraction grid.

· We then, take all of these various results of computations, scale each of them (using appropriate scaling factors) and add them up and call it total energy of the system. 
· At some point, we decided we could add the dynamic energies (kinetic and quantized) to the static energies (potentials) and produce a single number that we call the total energy of the system.  Is that a valid thing to do?  Is this not like adding apples to oranges.

· Why was it necessary to invent “potential energy”.  Because, simply, we needed it to balance the equation.  (I don’t know if this is historically true.)  It’s like Net Worth on a corporate balance sheet.  It’s the residual, after you have measured all of the assets and liabilities.  It’s like the “rubber number” that changes size to fit the need.

· But, the total energy of the system is only conserved if we use the correct scaling factors.  We chose those scaling factors to make energy be “conserved”.  

· The law of conservation of energy is then tautological.  Energy is conserved, because, through our various units of measurement, our invention of this proxy for energy (potential energy), our various conversion equations used to process these measurements, and our panoply of scaling factors, we made it add up.  In other words, the law of conservation of energy is a set of accounting principles.  

· The great wonder is that they work, even as a system changes over time.  The scaling factors that are used to achieve tautological truth in a static system are constant over time and, so, are called physical constants.

· So, then, what is energy?  

· Is it a substance, like water?  No!  

· Is it localized? Only when it is moving, as in kinetic or quantized energy!

· So what happens when it is not moving?  It does not really have either a locale or a shape or form.  It is situational.  We fake it by pretending the energy exists as a field of force.  Forces imply dynamics.  But the potential energy formulae are static.

· Is it a set of accounting principles?  This is the only question that gets a clear - YES!

· We end up with stores of energy (potential energy) and flows of energy (kinetic or quantized), which is very reminiscent of Ecological Economics terminology.  No real surprise there!  I think Herman Daly was thinking about stores and flows of mass and energy when he developed EE.  And, this was the basis of my economic design in ModEco before I ever heard of Herman Daly and EE.

· Ultimately, the conservation of energy is a set of accounting principles that describe a fundamental and almost inscrutible truth, that maintain a tautological truth, a balance sheet, within a system.  And these accounting principles, and the tautological truth they calculate, are true for all systems at all times.  This is quite amazing.

6.2 Deconstructing Entropy

· My computation of an “entropic index” is discrete, and based on a concept of a histogram with equal-sized bins, with no reference to thermodynamics, information, or anything else like that, inspired by Dr Yakovenko’s work with capital exchange models.  The index is always in the interval [0,1].  I suspect it can be reformulated in a continuous form, but that stretches my mathematical abilities.  It borrows the combinatorial formula for entropy, as amended using Stirling’s approximation turning it into a ln(1/p)-based formula, and modifying it to always appear on the interval [0,1].  Again, this is largely inspired by Dr Yakovenko’s application of the discrete entropy formula to his capital exchange models.

· Again, the terminology used to describe entropy is confusing, just as it is for energy.  

· We talk about “Producing” entropy, which implies it is analogous to a localized substance.  

· I think, instead, it is a non-localized system characteristic, a dimensionless computed index.  This makes it similar to potential energy, because it is a non-localized (i.e. within the system) measure that derives its value from situation rather than content.  

· Much like relative width (e.g. 100 * width / length) is a situational characteristic.  Relative width has meaning in reference to an object, but it cannot flow, it cannot be “produced”, it cannot dissipate or be carried away.  But it does rise if you change the situation, i.e. change the shape, e.g. by increasing the width of the object, or shortening the length.  The mass and energy of the object can be maintained as the length and width change.

· On the other hand, high-energy photons are considered to be low-entropy, and low-energy photons are considered to be high-entropy.  It seems that concentration of energy is a factor in determining entropy.   In an open system, as energy “flows” through it, entropy is “produced”, and carried away with the waste heat.

· So, entropy seems to have these dual natures of local/non-local and mobile/situational, as has energy.

· Potential Entropy:  Is there a set of accounting principles such that entropy is conserved, just like energy.  Have we just not yet identified “potential entropy” that we can use to fill in the missing pieces in our balance sheet, and the appropriate scaling factors (physical constants).  If we do this, have we simply defined energy in a different way?  I think not.  Entropy is not energy.  If I use my “entropic index”, is the “potential entropy” simply the difference between this and unity?

· There is an aspect of entropy that is closely tied to concentrations of energy.  We can anthropomorphize and say “energy likes to spread out”.  Similarly, we can say “entropy likes to rise”.  Both are saying the same thing.  Both are describing the drivng forces (or stochastic phenomena) that make dynamic systems evolve and move through state space.  But energy is conserved as energy spreads, and entropy is not – it increases as energy spreads.  So, they are similar but not the same.  We are accounting two different aspects or characteristics of a system when we measure energy and entropy.  No big surprise there.

· Thought:  There are types of entropic index?  I went through this elsewhere.  I believe we can define mass-related entropic indices of many kinds, and social or economic entropic indices, etc.  Whereever we can make a histogram to partition some dimension of reality, we can define and compute an entropic index.  Is there an orthogonal set of set of such entropic indices that span the space of all possible entropies?  Let ET be thermodynamic entropy.  Let i be an index such that Ei represents one of the other types, such as mass entropic indices (one per element), social entropy, economic entropy, etc.  Suppose there are a total of n types.  These would all have to be defined.  Is ET a primary type, under which all others are subject, or is it “just another type” of entropic index?   Suppose we define the vector E = (E1, E2, ... Ei, ... En).  Each Ei represents extent along a dimension in entropic index space along which some distinct quantity of quality of the system has been partitioned.  Does the rate of change of Ei need to be positive for all as the system changes in time?  Is there a function f(E) or measure m(E) such that it is always positive?  Does a matrix of derivatives make sense?  Does ET already play the role of E by default?  For example, is ET = m(E) for some measure m().

· Grades of Energy

· When we bring energy back into the discussion of entropy, we say that energy is “used” to do work, and as energy is “used”, entropy rises.  The energy does not disappear when used, it merely becomes “degraded”.  In some sense, it becomes less concentrated, and more spread out.  It becomes both more localized (as potential energy is turned into quantized energy) and less localized (as low energy waste heat escapes into space).  That is paradoxical, at bit, but quite an interesting thought.

· So, suppose we could assign a “grade” to energy in a system.  And suppose we normalized this “grade” to a scale [0,1].  Energy flows into a bio-system such as the Earth’s biosphere as high-grade G1 = 0.9, say.  After it has “done work”, and been “used”, and caused entropy to “rise”, it is now “degraded”, let us say, to grade G2 = 0.3.  This now leaves the system as low-grade waste heat, in the form of infra-red radiation, and flies off into space.   These are low-energy high-entropy photons, in which both energy and entropy are localized.  (???)

· If I use my formula Entropic Index = (1/ln(K)) * Sum(p*ln(1/p)), then entropic index is on the interval [0,1].  Maybe the “grade” of energy in the system is just given by the equation Grade = 1 – entropic index.

· Then the grade of the total energy in a system would be equal to the missing “potential entropy” needed to develop the balance sheets for conservation of entropy.

· Now, that is a cool idea!

· I have no idea, in the thousands of articles and books written about entropy, whether this approach has been mentioned or explored before.

· If you put the law of conservation of energy together with the law of rising entropy, you have to come to the conclusion that energy can be “used” and “degraded” only once in the history of the universe.  Once “used” to raise the entropic index, it can never be unused, and it is quaranteened in little infra-red photons, lost forever in the deeps of space.  Why is this?  because the flow of energy and the rise of entropy is driven by stochastic processes that have a very high probability of change in one direction and a very low probability of change in the other direction.  So, when I say “never”, what I mean is almost certainly never.  This means the probability of a chance to reuse it is so small as to be indistinguishable from zero.

End of NTF
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