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Abstract
Cross-sectional data from a NCAA Division 1 Men's and Women's water polo program is used to investigate the "myth" of the hot hand.  Following the pioneering work of Gilovich, Vallone, and Tversky (1985) analysis of conditional probabilities, serial correlation and runs reveals partial evidence in support of the hot hand on both individual and aggregate levels.  The results are counter to Gilovich, et al, and potentially important in light of Wardrop’s (1999) critiques and recent work by Arkes (2012) and Stone (2012) indicating these approaches lack power and are subject to measurement error.  A probit model of shots is estimated using player specific variables; results suggest player position, and experience together with the sequence of the shot in the series potentially influence the likelihood of successful shots.
JEL codes:  L83, C14
Introduction
Water polo may seem an unlikely sport for hot hands research.  Basketball, baseball, golf, bowling, soccer and even volleyball serve this purpose in the literature recently (Gilovich, Vallone, and Tversky 1985; Arkes, 2012; Stone, 2012; Albright, 2011; Livingstone, 2012; Yaari and Eisenmann, 2011; Raab and Gigerenzer, 2011).  Yet, water polo has some of the same features (multiple players and attempted shots) and offers one additional benefit (like soccer does):  the use of goalies.  Although water polo may be a lower scoring event overall compared to basketball, goalies are constantly defending.  Their blocked shots (saves) and missed blocks (goals) can be included in analysis of hits and misses to investigate the hot hand as well.   Due to the smaller dimensions of the pool water polo goalies face more attempted shots than soccer goalies.  It is very likely water polo players, coaches, and fans suffer from cognitive error and misunderstanding of randomness while they play, supervise, and enjoy the game. Or, as this paper hints at, they could be experiencing the very effect most published research rejects.
Psychologists, economists and other decision theory scholars have been debating the hot hand question for decades (see Bar-Eli and Raab, 2006, for a review).  More recently attention in the popular press via such titles as Naked Economics, Thinking Fast and Slow, and Nudge is making the topic accessible to a wider audience (this is noted in Arkes, 2012, and other places).  Despite the mostly negative reporting on hot hand effects in these titles, one of the unintended consequences of their popularity is an increase in the perceived value of studying human nature within the world of sport.  It seems—at least for now—there is more interest in the application of results found within this realm to the rest of the world outside the realm.  Nearly all of the referenced literature discusses the implications of hot hands results in sport for other human activities (i.e., investment behavior, team work, strategic planning).  

Considerable disagreement remains though about the appropriate tests for measuring the hot hand (Doresey-Palmateer and Smith, 2004; Miyoshi, 2000; Wardrop, 1999) and the power and precision of the originating methods by Gilovich, et al (Arkes, 2012, Stone, 2012).  Still, the consensus is there is not compelling evidence of the hot (or cold) hand nor of momentum effects (Camerer, 1989; Sauer and Brown, 1993; Vergin, 200; Hendricks et al., 1993; Elton et al., 1996; Metrick, 1999).  Recent threads of the literature have leveraged the power of larger data bases and simulations across all players versus single players to find a small but statistically significant hot hand effect in basketball free throws (Arkes, 2010).  Using a hypergeometric distribution of individual and aggregated results Yaari and Eisenmann (2001) confirm and extend the results in Arkes (2010).  In Albright (1993) a model including player situational variables and sequencing of at-bats in baseball indicates “streaky behavior” like the hot hand on the individual level, but fails to establish such in the aggregate.  This paper fits into this niche in the literature; it considers both individual players’ and group performance using both the earlier approaches (conditional probability, correlation, and runs tests) and a probit model with player specific situational variables.  Unlike the results in Albright (1993), and Gilovich et al (1985), these results suggest a hot hands effect is present at the individual and aggregate levels and  could provide some insight into the likelihood of successful shots.  If the research holds up to discussion and review it is important for two reasons:  1) the sample size is much smaller than those utilized in prior work where both Arkes (2012) and Stone (2012) have found sample size to be a limiting factor and 2) if the hot hand effect is present and statistically significant in water polo data the probability model could help identify and partially explain some of the variation in hot hand streaks on the individual and team level. 
Method

Unlike previous studies using borrowed data sets, this paper examines author-generated data from the most recent season of men's and women's water polo at a top 20 Division 1 program.  (The "sabermetric" revolution has not quite taken hold in water polo; most coaches and programs keep stats of some form, but there is no standardization.  Generally, goals per game, saves per game (for goalies), fouls, ejections, exclusions drawn (fouls on opponents), and scores are collected).  Testing the null hypothesis of "no hot hand" requires sequence data if the shots are sampled from live games.  Game films were reviewed and data on shot attempts, goals ("hits" in the literature), sequence of shots in the game, fouls, exclusions, and several other variables were recorded per player.  

Water polo can be a low scoring event relatively speaking.   For example, in the current season of data there are almost as many games in single digits (9-6 win) as double (12-8 win).  With 6 players in the field the distribution of shot attempts and hits can be fairly wide across the team.  As with other sports, substitutions are made periodically which can reduce the number of attempts and goals for the starters; thus, not every game in the season is optimal for the purposes of investigating streaks in shooting.  Still, goalies provide compensating activity; they block the opponents’ attempted shots.  So, even for lower scoring games--with the addition of the goalie activity--there is a reasonable number of observations for analysis.  The current sample includes observations drawn from 10 games across 16 players (N = 428).  These were narrowed to observations from 10 games across 12 players for the probability, correlations, and runs tests.  Players with fewer than 10 combined attempted shots were dropped.  The full sample was included in the probit model. 

Once the game stats were recorded, the data was coded into one large cross-sectional set.    Although the data can be described as a time series (each game serving as the time period) for purposes of this study it seemed conservative to interpret the data as cross-sectional (one season as the time period).
 Details are explained below.  After the data was assembled conditional probabilities for the 12 players' performance (Hit/Miss, Hit/Hit, Miss/Hit, Miss/Miss) were calculated.  In addition, a correlation coefficient was estimated and a runs test was performed on each players' data individually and in the aggregate following Gilovich, et al.  The runs test statistic is:  
Let Z = (R – μ R )/ σ R  where R is the number of runs in a sequence, μ R is the mean, and σ R is the standard deviation.  The decision rule is to reject the null hypothesis of independence (randomness) if Z > 1.645.  If a player is “hot”, then in a particular series of shots successes should be clustered.  For example, if the player events look like this:  0 1 0 0 1 1 1 1 1 1 1 0 only two runs would be counted in this series since the string of 1’s in the middle are clustered together.  Therefore, if the number of runs in the sample is smaller than the expected runs under the null hypothesis of independence or randomness, the null is rejected.
Finally, a probit model of the  general form:   p = Φ(β1 + β2X)  was used (as in Hill, Griffiths, Lim Principles of Econometrics 2008) where p is the probability the dependent variable (successful shot) takes the value 1, Φ is the probit function, β1 and β2 are parameters to be estimated and X is a set of variables impacting the likelihood of successful shots detailed in the next section. As a quasi-robustness check, a linear heteroskedastic corrected model was estimated as well.  
Data

The data set includes 428 observations on 16 variables.  Summary statistics on the variables are provided in the Appendix.  A complete listing of the variables with explanations is included in the Appendix in Table 1.    Most important is the nature of the dependent variable:  SHOTb.  SHOTb is recorded as either 0 or 1 with 0 being a miss and 1 being a goal or hit.  This is reversed for the goalies; 0 is a goal allowed and 1 is a successful block.  Figures 1 and 2 provide some perspective on player performance for the season.  Figure 1 compares the shot attempts and goals for the field players (numbered 1-10 on the horizontal axis) while Figure 2 shows the goalie performance measures.

Figure 1
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Field player performance in the sample is certainly indicative of player performance for the entire season; if anything in certain cases—like that of Player 7—the sample goals seem low relative to the season long performance.  This implies the runs test results are probably conservative; that is we would likely have even more clustering of successes for Player 7 making the number of runs smaller than the number expected from the independence hypothesis.
Figure 2
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The goalie sample reflects the overall season performances.  It is not uncommon for female goalies to block more shots than male counterparts.  For any given game, both male and female goalies experience a much higher number of events than field players.  In addition, the goalie’s performance may be the most potentially impacted by game situations like penalty shots, exclusions (6 on 5 play), fouls and turnovers. These features make a number of other interesting research questions plausible.  A couple of these will be addressed in the discussion section.
Tests

Where Gilovich, et al found only one instance of positive serial correlation and attributed it to random chance; there are two instances of positive correlation in the sample as shown in Table 2.  However, only one is significant (Player 7).  

Table 2—Player Conditional Probabilities and Correlation Coefficients
	PLAYER
	H/M
	H/H
	M/H
	M/M
	rho 
	p-value

	1
	0.24
	0.73
	0.62
	0.26
	-0.22
	0.812

	2
	0.5
	0.7
	0.33
	0.6
	0.27
	0.630

	3
	0.41
	0.52
	0.61
	0.29
	-0.49
	0.000*

	4
	0.75
	0.25
	0.33
	0.66
	-0.09
	0.737

	5
	0.53
	0.61
	0.46
	0.2
	-0.21
	0.170

	6
	0.62
	0.38
	0.33
	0.72
	0.13
	0.499

	7
	0.15
	0.75
	0.41
	0.6
	0.418
	0.039*

	8
	0.71
	0.5
	0.58
	0.16
	-0.28
	0.166

	9
	0.75
	0.25
	0.25
	0.56
	-0.01
	0.990

	10
	0.77
	0.22
	0.36
	0.71
	-0.51
	0.060*

	11
	0.66
	0.33
	0.4
	0.4
	-0.17
	0.501

	12
	0.86
	0.25
	0.33
	0.5
	-0.49
	0.058*

	
	
	
	
	
	
	

	SAMPLE
	
	
	
	
	0.3068
	0.001


Three other instances of correlation are significant, but suggest the opposite of the hot-hand:  a tendency for hits to follow misses.  Interesting and somewhat surprising is the sample correlation coefficient (positive and significant).  At best, this first test is inconclusive and may confirm the same result from Gilovich, et al.


Table 2 also contains the conditional probabilities for each player of four scenarios:  the probability of a hit conditional on a miss, probability of a hit conditional on a hit, probability of a miss conditional on a hit, and probability of a miss conditional on miss.  The probabilities show a mixed bag of results.  Players 2 and 7 are the only clear examples of higher conditional probabilities of hits following hits and misses following misses.  Players 1, 3, 5 have conditional probabilities of hits following hits that are higher than following misses.  Taken together 5 of the 12 in the sample exhibit—at least partially—what could be labeled a hot hand effect according to this test.

Lastly, Table 3 reports the hits, misses, runs, expected number of runs and Z stat for each player.  
Table 3 Hit, Misses, Actual & Expected Runs
	PLAYER
	HITS
	MISSES
	# RUNS
	EXPECTED
	Z
	p value

	1
	71
	27
	41
	50
	-1.92
	0.055*

	2
	10
	15
	11
	13.5
	-1.02
	0.307

	3
	54
	34
	14
	13
	0.417
	0.64

	4
	4
	6
	6
	6
	0
	1

	5
	13
	10
	14
	12.5
	0.639
	0.522

	6
	8
	18
	9
	13
	-1.67
	0.095*

	7
	12
	5
	5
	9
	-2.07
	0.038*

	8
	10
	12
	15
	12.5
	1.309
	0.19

	9
	8
	24
	12
	16.5
	-1.64
	0.1*

	10
	9
	17
	14
	14
	0
	1

	11
	3
	5
	3
	4
	-2.85
	0.004*

	12
	8
	18
	13
	14
	-0.4
	0.689

	
	
	
	
	
	
	

	SAMPLE
	210
	191
	157
	215
	-1.742
	0.0814*

	
	
	
	
	
	
	


Four players possess fewer than the expected number of runs under the hypothesis of independence and one additional player has a significant difference in runs in the opposite direction.  Overall, the number of runs for the entire sample is less than expected (157 runs is smaller than the 215 expected under independence) with a Z stat of -1.742 and p-value 0.081.  Clearly, this is counter to Gilovich, et al and perhaps surprising given the smaller sample size, but not altogether counter-intuitive given the mixed results from the prior tests. 

Probit Results
Given the runs test certainly point to the possibility of a hot hand effect for 4 players of the 12 in the sample, a preliminary probit model of the likelihood of hits is estimated to investigate the potential impact of situational variables and player specific attributes on the probability of success.  Results from this probit model and a Heterosckedastic corrected model are reported in Table 4 for comparison.
Table 4  Results from Probit Model & Heteroskedasticity Corrected Model
	MODEL
	
	HETERO-C
	N=428
	
	
	

	
	variable
	
	coeff
	std. error
	t ratio
	p-value

	
	const
	
	0.117
	0.612
	1.905
	0.057*

	
	SEQUENCE
	
	0.007
	0.002
	2.742
	0.006***

	
	P5meter
	
	0.269
	0.156
	1.72
	0.086*

	
	POSITION
	
	0.031
	0.012
	2.456
	0.015***

	
	period4
	
	-0.273
	0.093
	-2.92
	0.004***

	
	period3
	
	-0.112
	0.067
	-1.626
	0.104

	
	exp
	
	0.125
	0.04
	3.093
	0.002***

	
	
	
	
	
	
	

	
	
	SE Regression
	1.171
	
	
	

	
	
	R-squared
	0.13
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	MODEL
	
	PROBIT
	N=428
	
	
	

	
	variable
	
	coeff
	std. error
	t ratio
	p-value

	
	const
	
	-1.08
	0.182
	-5.931
	3.01e-09***

	
	SEQUENCE
	
	0.019
	0.007
	2.504
	0.012**

	
	P5meter
	
	0.806
	0.604
	1.334
	0.182

	
	POSITION
	
	0.081
	0.035
	2.335
	0.020**

	
	period4
	
	-0.75
	0.277
	-2.713
	0.0067***

	
	period3
	
	-0.32
	0.201
	-1.568
	0.117

	
	exp
	
	0.35
	0.115
	3.063
	0.0022***

	
	
	
	
	
	
	

	
	
	Predictions 
	
	
	
	

	
	
	ratio 1.32
	
	
	
	



For the probit model, the predictions ratio (the sum of the fraction of correctly predicted 1s and the fraction of the correctly predicted 0s) is greater than 1which indicates the model could have some predictive value.  The initial “kitchen sink” version of the model with all the variables in the appendix suffered from collinearity and specification issues. After correcting for these, the variables in Table 4 consistently turned up statistically significant in 20 different modeling contexts.  Variables notably absent:  FEMALE, GSPER, OT1, OT2, D6ON5, O5ON6, and FOULS.  In this sample, gender does not appear to play a role in shot success nor does the overall record of success for each player.  For OT1 and OT2 it is quite likely there were not enough overtime periods for shots and goals under these conditions to be meaningful in the likelihood estimation.  Theoretically, the defense and offense situations should impact the probability of success of a goal or a block (and when examining the data player by player they do) but D6ON5 and O5ON6 are not significant in the aggregate sample.  There were only 3 periods in the entire sample where coaches had received yellow and/or red cards so the lack of significance on FOULS is not surprising.

The impact of SEQUENCE is small, but consistently of value in the model for predicting successful shots.  To be clear, as modeled, SEQUENCE and other variables are not predicting the likelihood of the hot hand—a streak itself—but rather the likelihood of a successful shot which may contribute to a streak or the hot hand.  Here, it seems that as players progress through the game they are more likely to make successful shots after other shots are made versus before a large number of shots.  This makes intuitive sense; players are warming up, sizing up the defense, learning as they play about the game dynamics.  Note that SEQUENCE may or may not be correlated with periods of play.  For example, some games may see a hyperactive second period with 20 shots whereas the fourth period may only see 5.

P5meter was included even though it is technically not significant.  It is potentially important—especially for goalie success or failure.  In particular, for future studies, a lagged P5meter variable may be a better predictor for field player as well as goalie success since a successful block on a 5 meter shot usually “fires” up the goalie and the team (that is, if all of the above are not suffering from cognitive illusion!)  


POSITION positively impacts the likelihood of success.  Consider the diagram below on a typical team set up:

[image: image3.bmp]
(image www.raincitypolo.com)

For right handed shooters, it is much easier to shoot a successful goal from positions 2-5 with the optimal zone occurring between 3 and 4.  For lefties, the conditions are different, however there are fewer left handed shooters in the sample.  Position 6 is closest to the goal but defended the most vigorously.  Position 7 in our sample is the goalie and since we have established they experience much more activity, we would expect Position 7 to have the highest probability for successful shots (blocked goals).  

Period 4 and Period 3 negatively impact the likelihood of success in the sample.  While this result seems to conflict with the discussion on SEQUENCE above the two results need not be mutually exclusive.  SEQUENCE may or may not be related to the strict time periods marked by this dummy variable.  Therefore, it could be that players are tired by this time and less effective (most starters play a majority of the game).  However, it could also be true that more substitutions are made in later periods—especially if there is a sizeable lead.  This was the case for a couple games in our sample.  Thus, with the sample players playing fewer minutes in the later periods, the probabilities of success could be negatively affected.


Finally, EXP, positively influences the likelihood of success.  This means that as the experience of the player on the team increases (as captured by their age and historical performance) the probability of making a successful shot increases.  With only a few small differences these overall results were reproduced with the linear heteroskedasticity corrected model. 
Conclusion 


Tests for the hot hand effect have been limited in the past by small sample sizes and power.  Current research exploiting larger data sets with more powerful tests has found instances of the hot hand or has established that prior methods may have been subject to measurement error.  In light of these findings the current results are potentially important for two reasons.  First, in comparison the current sample is relatively small (N = 428 versus N = 727 in Gilovich, et al).  Both the probabilities and runs test statistic indicate possible hot hand effects.  Indeed, the runs tests results suggest the potential presence of the hot hand for five out of twelve players in the sample.  With more observations (currently being collected and reviewed), it is likely the effect could be even more pronounced. The second potential contribution is the indication from the empirical model of shot success that factors like experience, positioning, and sequencing could impact the probability of shot success.  While this result has obvious applications within the sport of water polo for coaching and strategy, it could clearly be applied more generally to other strategic situations in business and government.  As mentioned by so many of the hot hand authors, the question “Does the hot hand exist?” draws a wide audience outside of academia.  Therefore, any potential challenges to the current conventional wisdom are likely to be considered controversial.  

Two immediate directions for future research emerge.  With an expanded panel of data covering multiple seasons, a fixed effects model of shot success can be used to confirm and extend the results here.  This model should incorporate some lagged observations on 5 meter shots and possibly defensive and offensive situational variables.  With cooperation from other Division 1 programs and access to their player performance metrics, a forecast model based on this template can be developed.  At the very least, this process could result in the standardization of stat collection in the NCAA Water Polo world (and beyond)  which could start an analysis revival of sorts. A second line of inquiry for future research focuses on goalie performance.  Since goalies are far more likely to experience more activity per game than any other player, future research should focus on the players who have their hands on the ball most often to confirm whether or not there are hot hands in cold water. 
Appendix 

Table 1  Variable Names and Definitions

	SHOTb
	Dummy equal to 1 for goal or block 0 otherwise

	Period 2, 3, 4 
	Dummy equal to 1 if event occurs in period, 0 otherwise

	SEQUENCE
	Variable is a number assigned in order of play such that 1 is first shot of game, 10 is 10th shot, etc

	OT1, OT2
	Dummy equal to 1 if event occurs in an overtime period and 0 otherwise

	D 6ON5, O 5 ON 6
	Dummy equal to 1in conditions of exclusion (one player out) 0 otherwise. D is defensive situation O is offensive situation.

	exp
	An interactive variable equal to CLASS multiplied by SHOTPER

	P5meter
	Dummy equal to 1 if shot was a 5 meter penalty shot. This is like a free-throw in basketball. 0 otherwise.

	FEMALE
	Dummy equal to 1 if player is female, 0 otherwise.

	GOALIE
	Dummy equal to 1 if player is goalie, 0 otherwise.

	POSITION
	Variable takes on zone position in pool based on player location at time of shot or block: 1-7

	FOUL
	Dummy equal to 1 if yellow card or red card conditions for the event, 0 otherwise. 

	CLASS
	Variable ranges 1-4 based on class in school. 1 = Freshman, 2 = Sophomore, 3 = Junior, 4 = Senior.

	SHOTPER
	Player’s overall goal percentage for the season.

	GSPER
	Ratio of total goals per game or saves per game for the entire season.


Summary statistics, using the observations 1 - 428
                     Mean         Median        Minimum        Maximum

SHOTb             0.52103         1.0000         0.0000         1.0000

period2           0.29977         0.0000         0.0000         1.0000

period3           0.25935         0.0000         0.0000         1.0000

period4           0.16121         0.0000         0.0000         1.0000

SEQUENCE           24.056         24.000         1.0000         67.000

OT1             0.0070093         0.0000         0.0000         1.0000

OT2             0.0046729         0.0000         0.0000         1.0000

D6on5            0.046729         0.0000         0.0000         1.0000

O5on6           0.0070093         0.0000         0.0000         1.0000

P5meter          0.011682         0.0000         0.0000         1.0000

FEMALE            0.54439         1.0000         0.0000         1.0000

GOALIE            0.32944         0.0000         0.0000         1.0000

POSITION           4.8902         6.0000         0.0000         7.0000

FOUL             0.086449         0.0000         0.0000         1.0000

CLASS              2.5397         3.0000         1.0000         3.0000

SHOTPER           0.50470        0.57000         0.0000        0.75000

GSPER              5.8398         3.3200       0.030000         11.590

exp                1.3374         1.2000         0.0000         2.2500

                Std. Dev.           C.V.       Skewness   Ex. kurtosis

SHOTb             0.50014        0.95991      -0.084187        -1.9929

period2           0.45869         1.5302        0.87409        -1.2360

period3           0.43879         1.6919         1.0982       -0.79399

period4           0.36816         2.2837         1.8426         1.3951

SEQUENCE           14.218        0.59102        0.29546       -0.71570

OT1              0.083526         11.916         11.818         137.67

OT2              0.068279         14.612         14.526         209.00

SUB                0.0000             NA             NA             NA

D6on5             0.21130         4.5219         4.2952         16.449

O5on6            0.083526         11.916         11.818         137.67

P5meter           0.10758         9.2086         9.0891         80.612

FEMALE            0.49861        0.91590       -0.17827        -1.9682

GOALIE            0.47056         1.4284        0.72578        -1.4732

POSITION           2.3056        0.47147       -0.55109        -1.2899

FOUL              0.28135         3.2546         2.9432         6.6622

CLASS             0.71177        0.28026        -1.2130       0.012150

SHOTPER           0.18978        0.37603       -0.44160       -0.70421

GSPER              4.8580        0.83187        0.20596        -1.8960

exp               0.70158        0.52459       -0.11321        -1.52

Endnotes
� The authors continue to build the original data set and intend to further research the hot hand question and others with prior and future seasons observations.  The first three statistical tests are unaffected by the choice of time horizon. Characterizing the data as a panel presents more challenging problems (i.e., unbalanced panel, etc) at this stage than is warranted by the central hypothesis. We experimented with time series approaches and suspect a Fixed Effects model is appropriate.  Interested readers can contact the authors for more information on the data set.


� Wardrop (1999) expressly criticizes this result in Gilovich, et al.   After examining the power of the tests through simulation he reports:  “Thus my first conclusion is that the researchers used only one (distinct and possibly effective) test statistic, the runs test”. 
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